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Abstract

The lifetime difference between the long (CP odd) and short (CP even) lived 
components of the Bg meson is currently predicted to be of the order of 10 % in the 
Standard Model. It has been suggested that the decay Bg —>• J/\|> 4) is predominantly 
CP even and thus the measured average lifetime could be shorter than the lifetime 
measured in the inclusive decay modes. We present a measurement of the average 
lifetime of the 6° meson in its decay Eg —>• J/4> cj), with J/\|) —> M.+ M.~ and cj) —>•K+K-.

During January 2002 and August 2003 the CDF experiment at the Tevatron has 
been exposed to about 135 pb" 1 of pp collisions with a centre-of-mass energy of 
A/S = 1.96 TeV. In the data sample collected with the J/\Jj dimuon trigger we fully 
reconstruct about 125 Bg —> J/\J) (J) candidates with precision silicon information. 
This is currently the largest exclusive Bg sample. We perform a fit to the proper 
decay time information to extract the average Bg lifetime and simultaneously use the 
mass information to disentangle signal from background. For cross-checks we measure 
the lifetime in the higher statistics modes Bj -» J/\J> K* and B° —> J/4> K*°, which 
both have similar decay topologies and kinematics. We obtain

r(B°s -> J/\|> cf>) = (1.31±5:l3(stat.) ± 0.02(syst.)) ps ,

which is currently the best single measurement of the Bg lifetime and is consistent 
with other measurements. This result is not accurate enough to establish the existence 
of a possible significant lifetime difference between the CP odd and even states.
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Chapter 1

The Lifetime of the B Meson

1.1 Introduction
A few neutral mesons show the effect of mixing: the ability to change from their 
particle to their antiparticle state. This is a remarkable consequence of basic quantum 
mechanics and the structure of the weak interaction. This oscillation from matter to 
antimatter can be used to measure fundamental parameters of the Standard Model. 
In addition, it is closely related to CP violation 1 and might have far reaching effects, 
such as the matter-antimatter asymmetry observed in the universe.

In the second half of the 1950s, mixing was proposed by Gell-Mann and Pais [3] 
to occur in the K° system and experimentally confirmed a little later [4], [5]. In 1964 
violation of CP symmetry was observed in the mixing of K° [6]. In 1986 mixing has 
been observed in the B meson system by the UA1 Collaboration: they measured the 
time-integrated mixing probability in a sample of B° and Bg mesons [7]. A little 
later the same effect was measured only for the B^ system by the ARGUS [8] and 
CLEO [9] collaborations. In the 1990s time-dependent mixing of Bj} mesons has been 
established by the LEP experiments and SLD [10], and the CDF experiment [11]. 
To date no experiment has been able to resolve the expected fast oscillation of the 
Bg meson. In addition the two Bg mesons are expected to have different natural 
widths. This width difference, which is of main importance to this thesis, has not 
been experimentally confirmed. Mixing in D° mesons as well as the width difference 
of the Bj system is expected to be a very small effect in the Standard Model, and 
has not been observed. The K°, D°, B[J and Bg are the only mesons that can show 
flavour oscillations. The 71° is its own antiparticle, the top quark is so heavy that 
it decays before forming stable hadrons, and excited meson states decay strongly or 
electromagnetically before any mixing can occur. The properties of the K°, D°, Bj 
and Bg such as quark content, mass and lifetime are listed in table 1.1. Table 1.2 
gives an overview of the current experimental values of mixing parameters - the mass 
difference Am and the width difference AF/F [12].

Although the four different neutral meson systems K°, D°, B° and Bg can be

: C denotes the charge conjugation symmetry, and P the parity symmetry. For more details we 
refer the reader to standard text books on particle physics [1], [2].
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System Particle Antiparticle Mass (GeV/c2 )_____Lifetime (ps)
K°

D°
BS
B°

sd

cu
bd
bs

sd

cu
bd
bs

0.497672 ± 0.000031

1.8645 ±0.0005
5.2794 ± 0.0005
5.3696 ± 0.0024

TKL -5 1,700 ±400
0.4117 ±0.0027

1.542 ±0.016
1.461 ±0.057

Table 1.1: Quark content for particle and antiparticle, average mass and lifetime of 
the K°, D°, B^ and B° systems. Since the two physical states of the K° system have 
very different lifetimes, the individual lifetimes of the long-lived (KL) and short-lived 
state (Ks ) are listed (see section 1.4 for details).

System _____ Am (for 1 ) ______________ AF/F
~° (0 5303 ± 0 0009) x 10 10 TK* = ( °' 8935 (0.5303 ± 0.0009) x 10 ±

D° < 7 x 10 10 -0.003 ± 0.022
B° (0.489 ± 0.008) x 10 12 < 0.08
B° > 13.1 x 1Q 12 < 0.31

Table 1.2: Current experimental status of mixing parameters for the different neutral 
meson systems. Limits are at 95% C.L. For the K° system the individual lifetimes 
are reported.

described with the same formalism, they differ widely from one another in decay 
rates, mixing and CP violation. In the Standard Model these differences come mainly 
from the hierarchy between CKM matrix elements2 and quark masses, but also phase 
space and long distance rescattering effects play a role. 3

The description of mixing through box diagrams as in figure 1.1 leads to estimates 
of the mixing frequency Am and the width difference AF by simply counting powers of 
quark masses and CKM parameters. The quark mass of the dominating internal quark 
lines contributes with the second power, and with the Wolfenstein parameterisation 
of the CKM matrix (see appendix A) enters the Wolfenstein parameter A = sin Oc w 
0.22[13]. The different mixing frequencies Am for the K°, D°, B|J and B° systems 
are proportional to A 2m2 , A 2 m2 , A6 m2 and A4m2 , respectively. Note in particular 
the different dynamical origin of Am in the K° and B° systems. In the latter case 
the high top quark mass compensates for the CKM suppression. For the D° and K° 
systems the important momenta lie in the neighbourhood or below the strange quark 
mass ms , so that short-distance methods are inadequate. An appropriate approach is 
to look at virtual intermediate hadronic states (see figure 1.2). While in the K° case

2 Please refer to appendix A for a brief reminder on the CKM matrix and charged current inter­ 
actions in the Standard Model.

3 Strong scattering between real intermediate states.
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Figure 1.1: Box diagrams for the Bg system.

the major states are reasonably limited to TT, r|, r|', and TITI there are many more to 
be considered for D°.

D°

Figure 1.2: Example of a long distance effect diagram in the D° system through 
intermediate Kn states.

We are in particular concerned with AF. In terms of simple power-counting, 
AF behaves like A2 ra2 , A2 ra2 , A6 ra2 , A4 m^ respectively for the systems previously 
discussed. The K° system is very peculiar in the sense that FS >> F L comes from a 
dynamical accident: the very different phase space available for the two possible final 
states nn (CP = +1) and nnn (CP = — 1). For the D° we expect AF/F on the percent 
order due to the absorptive part of the same long distance diagrams contributing to 
Am. We also note that the values of AF/F for the Bj and B°, systems are in a ratio 
of A2 : 1. Although it seems hopeless to measure AF/F for the B° system, the value 
of a few percent for the B?, system is within experimental reach.

Mixing phenomena in neutral B meson systems provide an important testing 
ground for standard model flavour dynamics. The mass difference Amd between 
the Bj eigenstates gave the first evidence for a large top quark mass and provides a 
valuable constraint on Vtd in the CKM unitarity triangle. A measurement of Ams , 
the corresponding quantity for the B?, system, would yield more information and help 
to reduce hadronic uncertainties in the extraction of CKM parameters [14]. Comple­ 
mentary knowledge can be obtained from measuring the width difference AFS of the 
6° [15]. It is expected to be the largest rate difference in the B hadron sector and 
roughly of the order of 10% in the Standard Model, which brings it within current 
experimental reach. The width difference for the BjJ mesons, on the other hand, is 
CKM suppressed and experimentally much harder to determine.
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A large value of the width difference would open up the possibility for observation 
of CP violation and the extraction of CKM phases from untagged B® data samples 
[16], [17], [18]. There are two interesting aspects of untagged data samples. First, 
tagging always costs in statistics and purity. Second, the rapid oscillations dependent 
on Ams t all cancel in time evolutions of untagged Bg samples, which are governed by 
the two exponentials exp(— Tshort t) and exp(-FLon5 £) alone.

Another interesting point is, that new physics can only lead to a decrease of the 
width difference compared to the Standard Model value [19]. An experimental number 
which is considerably smaller than the theoretical lower bound, would thus be a hint 
for new physics that affects Bg mixing. The large error on the theory prediction of 
Ars /Ts though makes it improbable for new physics to be first observed in the width 
difference, since new physics contributions to the Bg mixing phase large enough to 
cause an effect larger than the theoretical uncertainty would rather be seen elsewhere, 
for instance as a time-dependent CP asymmetry.

For this thesis we use fully reconstructed decays Bg —> J/\|> (J), reconstructed from 
135 pb" 1 of pp collisions taken with the CDF detector at Fermilab between Jan­ 
uary 2002 and August 2003. We have reconstructed about 125 signal events above 
background, with high spatial resolution from silicon information. Although this is 
already world-wide the biggest sample of fully reconstructed Bg decays, the sample 
size is much smaller than initially expected (2 fb" 1 ). This is mainly due to luminosity 
problems with the Tevatron machine. Studies show (see appendix D) that 125 events 
are insufficient to measure AFS /F5 with reasonable precision. Therefore we focus on 
the average Bg lifetime in this decay. We also use similar, but higher statistics decay 
modes as control samples to gain confidence in the analysis method. These modes are 
Bj — >• J/4> K* and B^ — >• J/4> K*°, which have decay topologies and kinematics sim­ 
ilar to Bg — > J/4> cj). In the following sections we explain briefly the phenomenology 
of B meson lifetimes in general, and the Bg mixing parameters and their connection 
to the average Bg lifetime in particular.

1.2 Operator Product Expansion
In this section we give an overview over some theoretical methods used to estimate 
lifetime ratios and width differences in the Standard Model. We closely follow [20]. 
Weak decays of B mesons involve a large range of different mass scales: first there 
is the W boson mass Mw , which appears for instance in the weak b — >> ccs decay 
amplitude. The second scale in the problem is the mass m^ of the decaying b quark. 
Finally there is the QCD scale parameter A.QCD, which sets the scale for the strong 
binding forces in the B mesons. QCD corrections associated with these scales must 
be treated in different ways.

The common tool for factorising amplitudes into short- and long-distance parts is 
the Operator Product Expansion (OPE), which we will apply two times between 
our three scales. The OPE allows short (USD) and long distance (HLD) contributions 
to be separated. Using renormalisation group methods we can sum large logarithms
In ^^- to all orders in perturbation theory.
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This can be done very efficiently by renormalisation group methods. The resulting 
renormalisation group improved perturbative expansion for (7j(//) in terms of the 
effective coupling constant as (//) does not involve these logarithms.

In order to calculate the amplitude A(M —>• F) the matrix elements (Qi(fi)) have 
to be evaluated. Since they involve long-distance contributions one is forced in this 
case to use non-perturbative methods such as lattice QCD, QCD sum rules, and so 
on. One of the outstanding issues in the calculation of (Qi(fi)) is the compatibil­ 
ity (matching) of (Qi(n)) with the Wilson coefficients Ci(p). (Qi(jJi)) must have the 
correct // and renormalisation scheme dependence to ensure that the physical quan­ 
tities are \L- and scheme-independent. Non-perturbative methods often struggle with 
this problem, but lattice calculations using non-perturbative matching techniques can 
meet this requirement.

In the decay of B hadrons the binding energy, which is of order A.QCD, is small 
compared to the b quark mass. In most of the phase space of the decay the energy 
release, which can be as large as (9(ra&), is much larger than the typical scale of 
hadronic interactions. The large energy release implies a short distance, and we can 
use the same tools as before - an OPE (though not the same OPE as between the 
scales M\v and rrib as described before) - to separate short and long distances. This 
OPE is called Heavy Quark Expansion (HQE). In this way, inclusive decay rates 
can be described with a double series in m& and as (nib).

1.3 B Meson Lifetimes
We now give a review of the main techniques in calculating lifetime ratios, closely 
following [20], [21], and [22].

In a naive spectator model, where the spectator quark has no effect on the decay 
of the heavy b quark in the B meson, the lifetimes of all B mesons are expected to be 
equal. Measurements of individual lifetimes yield information about spectator effects. 
These effects involve the participation of the light constituents in the decay and thus 
contribute to the differences in the decay widths and lifetimes of different species of 
beauty hadrons.

One can calculate inclusive decay widths in QCD proper through an expansion in 
inverse powers of the heavy flavour quark mass without recourse to phenomenological 
assumptions (HQE). The non-perturbative contributions are treated systematically 
in this way; they are found to produce corrections of order a few percent in beauty 
decays, i.e. typically somewhat smaller than the perturbative corrections. Extensive 
theoretical work has gone into calculating lifetime ratios such as r(Bu )/r(Bd) or 
r(Bs )/r(Bd), where many theoretical uncertainties related to the values of the b-quark 
mass and CKM elements cancel to large extent. The lifetime ratios are computed in 
this framework as series in inverse powers of the mass of the b quark. The leading 
term of this expansion corresponds to the decay of a free b quark. This term is 
universal, contributing equally to the lifetimes of all beauty hadrons. Remarkably, 
the first correction to this result is of order
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Spectator effects also participate in the weak process. Though for decays of heavy 
particles, these effects are strongly suppressed due to the need for the b quark and a 
light quark in the heavy hadron to be close together.

Inclusive decay rates, which determine the probability of the decay of a particle 
into the sum of all possible final states with a given set of quantum numbers /, have 
two advantages from the theoretical point of view: first, bound-state effects related 
to the initial state can be accounted for in a systematic way using the HQE; secondly, 
the fact that the final state consists of a sum over many hadronic channels eliminates 
bound-state effects related to the properties of individual final state hadrons. This 
feature is based on the hypothesis of parton-hadron duality [23], i.e. the assump­ 
tion that sufficiently many exclusive hadronic channels contribute to the inclusive 
rate, so that the accidentals of the low-energy resonance structure do not affect the 
total rates of inclusive processes.

Unitarity relates inclusive decay rates to the imaginary part of certain forward 
"scattering" amplitudes (optical theorem [1]), which opened the way for the consis­ 
tent use of the OPE. The starting object is the transition operator T(6 —»/—»&) 
describing the forward scattering of b quarks via an intermediate state / (see e.g. 
[1]). To second order in the weak interactions the transition operator is given by

T(6 -> / -> b) = i fd4x T(Heff (x),neff (Q)) , (1.3)
i/

where l-i eff denotes the relevant effective weak Hamiltonian and T is the time-ordered 
product.

Using the optical theorem, the inclusive decay width of a hadron Hb containing a 
b quark can be written as the forward matrix element of the imaginary part of the 
transition operator T

T(Hb -> A') = _L-Im(Hb |T|Hb > . (1.4)

Notice that the factor 1/(2M#J (where MHb is the mass of Hb) reflects the relativistic 
normalisation of the state |Hb). Because m^ <C A/w, we can write the effective 
Hamiltonian for the case of semileptonic and non-leptonic decays, renormalised at 
the scale p, = m&, as

C1

V2 
C2(mb ) __

} + h.c. , (1.5)

where GF is the effective Fermi coupling, q^ = |(1 — 75)9 denotes the left-handed 
quark fields, d' = dcosdc + ssmOc and s' = scosOc — dsinOc are the Cabibbo- 
rotated down- and strange-quark fields, and we have neglected b —>• u transitions. 
The Wilson coefficients c\ and c2 take into account the QCD corrections arising from
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the fact that the effective Hamiltonian is written at a renormalisation scale JJL = 
rather than AIW , the mass of the W boson. They can be calculated in perturbation 
theory. The combinations c± = c\ ± r2 have a multiplicative evolution under the 
renormalisation scale. To leading order, they are given by

l , (aa (Mw )\ a± 12c±(mb ) = — - — - , a_ = -2a+ = - — — —— , (1.6)
/ 33 - 2n/

where iif is the number of active flavours (n/ = 5 in our case). This corresponds to 
r+ - 0.86 and r - 1.35, with ota (Mz ) = 0.117.

Since the energy release in the decay of a b quark is large, it is possible to construct 
an OPE for the transition operator T, in which it is expanded as a series of local 
operators with increasing dimension, 4 whose coefficients contain inverse powers of 
the b quark mass (HQE).

c
bb 

OPE

\G

Figure 1.3: Top: Example of a contribution to the local dimension 3 operator bb 
(parton term). Bottom: Example of a contribution to the local dimension 5 operator 

b (chromo-magnetic term).

The lowest dimensional term in this expansion will dominate in the limit nib — >• oo; 
for beauty decays that is the dimension three operator bb, which is shown in figure 
1.3. The width for the decay of a beauty hadron Hb into an inclusive final state / is 
obtained by taking the expectation value of T between the state Hb. Through order 
I/ 'ml one finds:

(Hb |86|Hb ) C3

c5 (/).

4 The term dimension of an operator is short for mass dimension. In natural units h = c = 1 all 
dimensions are equivalent to the dimension of mass or inverse mass. The mass dimension of Dirac 
spinors is |, and 1 for scalar and vector fields. The dimension of a local operator built from these 
fields is simply the sum of the dimension of all its fields and coefficients.
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where the dimensionless coefficients ('i(f) include the relevant CKM matrix elements 
and the parton level characteristics of / (such as the ratios of the final state quark 
masses to m^). The term containing the gluonic field strength tensor G^v describes 
the chromo-magnetic contribution. For semileptonic and non-leptonic decays, the 
coefficients c3 (/) have been calculated at one-loop order, and the coefficients c5 (/) at 
tree level [21].

In the next step, the forward matrix elements of the local operators in the OPE are 
systematically expanded in inverse powers of the b quark mass, using the heavy-quark 
effective theory (HQET) [24]. One finds

OAT \—ui-^~ ~ M./-,~u/ — 2/^G (Hb ) + O(l/mb ) , (1.9)
2yU #&

where //2 (Hb) and /^-(Hb) are parameters that describe the matrix elements of the 
kinetic-energy (TT) and the chromo-magnetic (G) operators, respectively. The second 
term on the right hand side of equation 1.8 exactly reproduces the parton model 
spectator result in the limit mt —> oo, which attributes equal lifetimes to all hadrons 
of a given heavy flavour. The parameters //2 (Hb) and /^.(Hb) can be determined to 
some extent from the spectrum of heavy hadron states, from lattice QCD calculations 
or from QCD sum rules. For example for the B mesons fy is given by the hyperfine 
splitting of the B* and B masses [22]:

= -(M2 , - Ml) w 0.36 GeV2 . (1.10)

An existing analysis based on QCD sum rules [25] yields a numerical value for

f4(B) « (0.54 ± 0.12) GeV2 , (1.11) 

whereas from an analysis of spectroscopy of heavy hadrons [26] gives

//2 (B)^(0.3±0.2) GeV2 . (1.12)

The most important aspect - qualitatively as well as conceptually - of the ex­ 
pression in equation 1.7 is contained in the element that is missing here: there are 
no non-perturbative contributions of order 1/mj, to fully integrated rates. The nu­ 
merical impact of this fact is obvious: since the leading non-perturbative corrections 
arise only on the 1/m2 level, they fade away quickly with increasing heavy flavour 
quark mass. For beauty decays this is on the several percent level. Conceptually the 
absence of 1/m/, terms is more subtle and can be traced back to the conservation of 
colour flow [27].

To order 1/m2 , the lifetime ratio for two beauty hadrons is given by

r(H<2 ')

+CG — — i ' ( }
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where CG ~ 1.2 can be obtained using the results of [27], [28]. Assuming that in the 
case of the B|J meson SU(3)-breaking effects in the values of the matrix elements are 
of order 20 %, we arrive at the following predictions:

(1.14)

(1.15)r(B.) = (1.00 ± 0.01)

Hard spectator effects manifest themselves first in the matrix elements of four- 
quark operators of dimension six, such as (6I\(7)(gI\&), where I\ denotes some com­ 
bination of Dirac and colour matrices. Some examples of the corresponding contri­ 
butions to the transition operator T are shown in figure 1.4, before and after the 
heavy-quark expansion. Since these contributions arise from one-loop rather than 
two-loop diagrams, they receive a phase-space enhancement of order 167t2 relative to 
the other terms in the heavy-quark expansion.

d

u

Figure 1.4: Spectator contributions to the transition operator T (left), and the corre­ 
sponding operator in the OPE (right). Here, F, denotes some combination of Dirac 
and colour matrices.

These local four-quark operators of dimension six have been calculated in [21] and 
produce differences between the B meson lifetimes. For r(Bu )/r(Bd) the spectator 
quark contribution is of order

non—spect (B) 27T/J

sped (B) •2 5% (1.16)

where /# is the Bj meson decay constant. In the limit where SU(3)-breaking effects 
are neglected, the spectator contributions to the decay widths of B° and BjJ mesons 
are too similar to produce an observable lifetime difference. Therefore the ratio 
r(Bs )/r(Bd ) is dominated by SU(3)-breaking effects, which, even being on the order
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of 20 % give an uncertainty on the ratio of only about 1 %. The current theoretical 
predictions therefore are

r(Bu )/r(Bd ) = 1 + 0.05 (/*d /(200 MeV)) 2 = 1.05 ± 0.02 , 
r(Bs )/r(Bd ) = 1 ± 0.01 , (1.17)

with /#d bring the Bd decay constant with current value of (200 ± 30) MeV from 
recent lattice calculations [29].

1.4 Mixing of Neutral Mesons
The standard formalism described here is model independent and general [20]. In 
general it can be applied to all four neutral meson states, although we make some 
assumptions driven by experimental facts, only typical for the B|? system. In the 
following we drop the index s for convenience and just use B° to indicate the Bg 
meson.

Mixing refers to transitions between the two flavour eigenstates |B°) and |B°). 
They are produced by the strong interaction as flavour eigenstates. 5 If only the 
strong and electromagnetic interactions existed, B°) and |B°) would be stable and 
form a particle-antiparticle pair with common mass ra. But they live as eigenstates of 
the "whole theory", including weak interaction and potential interactions beyond the 
Standard Model. These eigenstates are the physical eigenstates and have a definite 
mass and lifetime. 6 Because of the weak interaction, |B°) and |B°) decay. Moreover, 
neither electric-charge conservation nor any other conservation law respected by the 
weak interaction prevent |B°) and |B°) from having both real and virtual transitions
to common states. Such transitions allow |A5| = 2 transitions |B°) «-)• |B°), where B 
is the bottom quantum number. As a consequence, |B°) and |B°) oscillate between 
themselves before decaying.

A study of the time evolution of the B° states has to treat both physical eigenstates 
as one entity, because both eigenstates do not lose coherence [30] over the short 
distance they travel and will interfere. This can be done by using 2-dimensional 
vectors in either the physical eigenstate or the flavour eigenstate basis. In the Wigner- 
Weisskopf formalism7 [31], [32] the time evolution can be described with an effective 
Schrodinger equation:

-'"11 9^ il ^'^1Z O-1- 1Z 1 I I" \" I I I /-, 1 Q\(1.18)

5 Sometimes also called eigenstates of the strong interaction. Since the strong interaction 
conserves flavour, they are flavour eigenstates as well.

6 Thus justifying the naming mass eigenstates, or equivalently lifetime eigenstates. While 
lifetime eigenstates are the natural choice for the K system due to the huge lifetime difference between 
Ks and KL , mass eigenstates are preferred in the Bjj system. In the B° system both types are equally 
common. In our lifetime analysis though we put more emphasis on the lifetime eigenstates.

7 The Wigner-Weisskopf formalism is not exact, and there are tiny corrections to the exponential 
decay law at very short and very large times. These corrections though are too small to be noticeable 
in this analysis.
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We see that the off-diagonal elements, induced by |A£?| = 2 transitions, mix the time 
evolution of the flavour eigenstates.

The mass matrix M and the decay matrix f are time-independent Hermitian matri­ 
ces. The Hamiltonian H = M —^l~ is thus not Hermitian. The resulting imaginary part 
of the energy eigenvalue leads to the expected exponential decay behaviour (equation 
1.24). CPT invariance requires that

y\/n = y\/22 = m, rn - r22 = r . (1.19)
The matrices M and f are given, in second-order perturbation theory, by sums 

over intermediate states n:

]\r.. —
IJ • • ~ - ij • \~ \ • - rv \j / ' / j • _ 7^1

iiL -^n 
n

(1-20)
n

The indices i, j can be B° or B°, and the operator P projects out the principal 
part. 8 Note that the intermediate states contributing to M are virtual, while the 
ones contributing to f are physical common states. For this reason M\i is called the 
dispersive part and F 12 the absorptive part of the transition amplitude |B°) —>
IB5).

The mass eigenstates are defined as the eigenvectors of M — ±l~. They can be 
expressed as linear combination of the flavour eigenstates as

BL) = P __
B H ) - p • |B°) - g • |BO) , (1.21)

with complex coefficients p, g, satisfying |p| 2 + \q\ 2 = 1. |BL ) denotes by definition 
the lighter eigenstate and is in general not orthogonal to the heavier eigenstate |BH ). 
The corresponding eigenvalues are

AL H = (M - ^F) ± -(A/i2 - -ri 2 ) , (1.22)
' / 71 ^~)

where
a I M*n — ^Fto

'——^ • (1-23)
! ~~ o 1 12

We choose a convention where Re(g/p) > 0 and CP|B°) = — |B°).
The time evolution in this new basis is governed by the eigenvalues ML,H — 

and simply reads

|BL (*)> = e-(iM^" |BL) ,

|BH (*)> = e-<iM» +I^>t |BH ) , (1.24)

5 See standard textbooks on Complex Analysis [33] for details.
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where the notation without the time argument denotes the mass eigenstates at time 
t = 0. The following definitions for the average mass and width and the mass and 
width differences are common:

TL + r#
m = H + = MH , T = ——-—— = FH 

Am =MH -ML , AF =rL -TH . (1.25)

Am is positive by definition. The sign of AF has to be measured from experiment. 
Nevertheless, with our convention the Standard Model prediction turns out to be 
positive as we will see later.

1.5 Calculation of AFS
In a given theory one can calculate the off-diagonal elements Mi2 and F 12 from dia­ 
grams which change that bottomness quantum number B by 2 (|AJ5| = 2). We can 
then solve for the eigenvalues and eigenvectors of M — ^f and express Am, AF and 
q/p in terms of M12 and F 12 . The relative phase 0 between Mi2 and F i2 appears in 
many observables related to B mixing:

]\/f V

(1.26)
12

In the Standard Model for the B° system (f> = 2(3S w 2A2 r/ « 0.03. It is possible to 
express Am, AF and q/p in terms of |Mi2 |, |Fi2 and 0 [20].

A simple, approximate form of the solution can be derived when using the ap­ 
proximations

|F 12 | < |Mi2 , and AF < Am , (1.27)

which hold for both the Bjj and the B° systems. First we note thatjF12 | < F, because 
F i2 comes from the decays into final states common to B° and B°; a small number 
compared to the total number of decay modes. For the Bg meson the experimental 
lower bound on Ams guarantees Fs -C Ams . Hence FJ2 <C Ams , which implies equa­ 
tions 1.27. For the Bj meson, experiment gives Am^ ~ 0.75 F^. The Standard Model 
predicts |Ff2 |/Frf = (9(1%), but Ff2 stems only from CKM-suppressed decay channels
common to B[J and B° and could therefore be affected by new physics. New decay 
channels would, however, also increase F^ and potentially conflict with the precisely 
measured semileptonic branching ratio. A conservative estimate is |Ff2 /Fd < 10% 
and justifies the expansion in Fi2 /M12 and AF/Am as well. Neglecting terms of 
0(|F12 /M12 2 ) we find

Am w 2|M12 | , (1.28) 
AF w 2|F 12 |cos</> , (1.29)

- « -e~^M {l-^) , (1.30) 
p I 2J
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where parameter a is defined as

a = Im
r 12

M12

r 12

12
(1.31)

and (J>M is the phase of
• (1-32)

The deviation of \q/p\ 2 from 1 - namely parameter a - describes CP violation in B 
mixing. It can only occur if 7\/12 ^ 0, Fi 2 / 0 and if the so-called CP violating phase 
(f) between A/12 and Fi2 is different from 0 or n. In the Standard Model 0 for the B° 
system turns out to be small.

1.6 Standard Model Expectation for AF
CP violation in mixing for the Bg system is small in the Standard Model. There, A/i 2 
arises from the two-top-quark box diagram, while F i2 is dominated by the decays 
b —>• ccs. Both A/12 and Fi2 involve mainly the last two families, hence they cannot 
exhibit CP violation, since no CP violating phase comes in. In order to get a phase 
one must introduce the first family, via the contributions to Fi2 of the suppressed 
decays b —> ties, cus, uus. For this reason we neglect from now on CP violation in 
mixing in the Bg system.

In calculating AFS there are two different approaches: a parton model calcu­ 
lation [34] and a sum over exclusive decay modes [35]. It is important to realise 
for the parton model calculation that in the integral over final states, quark states 
rather than hadron states are used. The underlying assumption is called parton- 
hadron duality [23] which connects quantities evaluated on the quark-gluon level 
to the (observable) world of hadrons. For us it means that the effect of hadronisation 
cancels out in the sum over a sufficient number of hadronic final states. A parton 
model estimate of the total width for B mesons is justified since the b quark is heavy 
enough and there are many exclusive final states. At present duality is tested in 
various inclusive observables in B decays and no experimental evidence for duality 
violation in B meson widths has yet been found [23]. On the other hand, duality 
violations in the width difference AFS may be larger than in the average width Fs , 
because we are dealing with a relatively small number of common decay modes to 
B° and B°. For this reason the second approach, the sum over exclusive final states 
was performed [35] and the numerical result for AFS is found to be consistent with 
the value from parton model approaches [34].

We will first briefly discuss the sum over exclusive final states, because it is more 
illustrating than the parton model calculation.

Summing Over Exclusive Final States

There are two main types of spectator diagrams contributing to the decays into com­ 
mon decay modes: Colour-allowed (figure 1.5) and colour-suppressed diagrams
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(figure 1.6). In the colour-suppressed case, the colours of the quarks emerging from 
the W boson have to match the colours of the other quarks to form colourless hadrons. 
For that reason the colour-suppressed modes are suppressed by a factor of 0.20 rela­ 
tive to the colour-allowed ones. There is also a contribution from exchange diagrams

c

s
s

cb

Figure 1.5: Colour-allowed spectator diagram. The left diagram should be read from 
left to right, the right diagram from right to left.

V<*\ JAb / V£
\ 
\

s s
4>

s s

Figure 1.6: Colour-suppressed spectator diagram. The left diagram should be read 
from left to right, the right diagram from right to left.

(Figure 1.7), which are very much suppressed by colour and form factor effects.
As we neglect CP violation in the mixing of Bg, the CP eigenstates B+ , B_ with 

CP eigenvalues +1, — 1, are equal to the mass eigenstates BH and B^ 9

=|BH >

=|BL >. (1.33)

From the definition AF S = F L — F^ = F(B+ ) — F(B_) we see that CP even decay 
modes increase AFS , whereas CP odd decay modes decrease AFS . It is instructive 
to classify the main decay modes according to their CP value. Table 1.3 lists the 
main contributing decay modes and their contribution to AFS /FS according to the­ 
oretical calculations by [35]. The colour-allowed modes clearly dominate and all the

J We use the convention CP|B°) = -|B°).
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Vcb 
—T——>

y*
cs

s s
Dr

vcs

-»——4-

Figure 1.7: Exchange diagrams. The left diagram should be read from left to right, 
the right diagram from right to left.

contributions add up to a value of

AF, 0.15 (1.34)
Exclusive

We note, however, that a significant fraction of hadronic modes, such as the baryonic 
mode Bs —>• EC EC , as well as penguin diagrams were not considered in order to get 
this number. Since in the Standard Model AFS /FS turns out to be positive, we have 
the following connection between mass, lifetime and CP eigenstates of the B°:

|BH > = |B+) =
|BL > = |B_> =|BLong >. (1.35)

AI\ in the Parton Model

Neglecting CP violation in mixing, the prediction of the width difference AF w 2|Fi2 | 
requires the calculation of |F 12 |. Fi2 is determined from the absorptive part of the 
| A5| = 2 transition^mplitude. It receives contributions from all final states which are 
common to Bg and 6°. The most dominant contributor to F 12 is the CKM-favoured 
b —>• ccs transition, with the CKM-suppressed b —> cus, ucs, uus processes playing a 
minor role.

The mass and width difference is determined by the familiar box diagram that 
give rise to an effective | AB| = 2 Hamiltonian. On distance scales larger than \/Mw , 
but still smaller than 1/raj,, this effective Hamiltonian contains a local |A£| = 2 
interaction as well as a bi-local part constructed from two local | AB| = 1 transitions.

The mass difference is given by the real part of the box diagrams and is dominated 
by the top quark contribution. For this reason, M12 is generated by an interaction that 
is local already on scales greater than l/Mw and theoretically well under control. The 
long-distance contribution is parameterised by the matrix element of a single four- 
quark operator between B° and 6° states. Corrections to this result are suppressed 
by powers of ml/M^ and completely irrelevant for all practical purposes.
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Decay mode Partial Contribution to
wave AFs /rs in %

Bs + +

Bs,+ —•

BS)+ -i

R —£>s,-

Bs ,_ -

Bs ,+ -

Bs ,+ -

Bs ,+ -

BS,+ -

Bs ,+ —

Bs ,+ -

Bs,--
BS,+ -

Bs ,+ -

BS,+ -

Bs,-~

Total

>DS DS> DS*DS*
> DS DS* + DS DS*
> DS DS* + DS DS*> DP;
>TlcTl

^TlcT]'

> J/"lpT|
> J/ljJTl'

>r\ c $
>3/ty(b
> J/ijxj)
> i|)'r|
>• ip'ri'
>• ip'cj)
>• i^'cj)

S
S+D

P
P
P
S
S
P
P
P

S+D
P
P
P

S+D
P

+3.13
+7.04
+4.40
-0.02
-0.19
+0.13
+0.01
+0.06
+0.00
+0.05
+0.31
-0.01
+0.02
+0.00
+0.21
-0.01
+0.15

Table 1.3: Contributions to the different ground state decay modes to Ars /rs (in

The width difference is given by the imaginary part of the box diagram and deter- 
mined_by real intermediate states, which correspond to common decay products of B|? 
and B^, so that only the bi-local part of the |A£?| = 2 Hamiltonian can contribute. 
The presence of long-lived (on hadronic scales) intermediate states would normally 
preclude a short-distance treatment of the width difference as indeed it does for neu­ 
tral kaons. But for bottom mesons, the b quark mass m^ provides an additional 
short-distance scale that leads to a large energy release (compared to A.QCD) into the 
intermediate states. Thus, at typical hadronic distances greater than 1/m^, the decay 
is again a local process.

In a first step we apply the OPE to the W-mediated b — >• ccs decay amplitude:

(1.36)

Cj Sj Ci Sj

The diagram on the right side stands for the four different diagrams with gluon ex­ 
change between any two quark lines. An OPE then results in a sum of two local 
|AB| = 1 operators Qi and Q2 , with different colour structure, multiplied by short- 
distance Wilson coefficients C\ and C^.
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i r 17*\cb\cs

=

(1.37)

The Wilson coefficients are determined in such a way that the Standard Model 
amplitude is reproduced by (ccs\l-ieff\b} up to terms of order ra^/M^. They contain 
the short-distance physics associated with the scale MW-, and QCD corrections can 
be computed in perturbation theory. The Wilson coefficients are then evolved to 
the next scale \JL — O(rrib) using the renormalisation group evolution. In the leading 
log approximation we get an infinite series of logarithms of the form a™ \nn (IJL / Mw ] 
with n — 0,1,... The next-to-leading order (NLO) corrections to the coefficients 
comprise terms of order a"+1 lnn (///MvK) and have been calculated in [36]. There are 
also penguin operators in the effective Hamiltonian, whose coefficients are very small 
[37], [38].

The width difference is related to ^Heff by the optical theorem:

Ars = 2|r 12 -Im(B
B s

(1.38)

where the time-ordering operator is denoted by T.
The main leading-order diagrams at the ra& scale are

(1.39)
where the vertices correspond to the |AB| = 1 operators Q 1? Q2 , given in equation 
1.37. The dashed lines show the two ways of cutting through a box diagram to form 
final states. The dominant contribution comes from the spectator diagram on the 
right, whereas the weak annihilation diagram10 on the left is highly suppressed 
due to colour and form factor effects.

Now we apply the HQE, an expansion in l/mb to describe F 12 in terms of matrix 
elements of local |AB| = 2 operators. Pictorially this means that we shrink the 
internal cc loop to a point. We get to leading order in as

1271

10 Sometimes called exchange diagram.
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f /m2 \ irn 2 \ 1J Z7 / C \ / :D~| /0|T3 \ i Z? / f » /D~l/0 113 \ I
' K I 2 J \bs|Vl Bs) + ^5 I 2 ] \t>s|Vs|Ds/ > ' 

I \ m6 / \ rnb / J
[i+ofM]

V m6/.
(1.40)

• IF- (1.41)

The local dimension-6 operators Q and Q$ are obtained, which turn out to have a 
vector-minus-axial (V—A) and a scalar-minus-pseudoscalar (P—S) structure:

Q = -A , Qs = (1.42)

The new Wilson coefficients F and F? also depend on the charm quark mass rac , 
which is formally treated as a hard scale of order m^, since mc ^> P^QCD- They are 
independent of the QCD binding forces in the external B° states and can be calculated 
in perturbation theory at the parton level. The non-perturbative long-distance QCD 
effects completely reside in the hadronic matrix elements of Q and Q$, which are 
usually parameterised as

r

~ 
3

T\/f

mb + m
•B, (1.43)

Here MBs and /BS are the mass and decay constant of the B° meson, and B and
are the bag parameters of the Bj| and Bg. The quark masses m^ and ms are defined
in the MS scheme [39].

The Wilson coefficients F and FS have been calculated to leading-order (LO) in 
[34], and to next-to-leading order (NLO) in [38]:

LO NLO

F5 (0.085)
0.057 0.045 
1.513 -1.045

We note that the NLO contribution to Fs is large (about 30% of the LO result), 
and it decreases the Standard Model value of the width difference considerably. The 
O(l/mb) corrections have been performed in [37] and are of order —8%. They are 
large and decrease the width difference as well. Following [40] the NLO prediction 
becomes

AT, 
T7 Parton 245 MeV {(0.234 ± 0.035)£5 (m6 ) - 0.080 ± 0.020} . (1.44)

Table 1.4 shows the used input values as well as current theoretical predictions for the 
bag parameters and decay constant. As F is small the uncertainty on B is irrelevant.
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Quantity Value Comment
+ ma (mb) 4.3 GeV MS scheme

ml/ml 0.085
fB. (245 ± 30) MeV unquenched lattice QCD [41]

Bs (mb ) 0.87 ± 0.09 quenched lattice QCD [42]
B(mb ) 0.84 ± 0.08 quenched lattice QCD [42]

Table 1.4: Theoretical input values used for evaluating AP s /rs in the Standard Model.

With these numbers the value becomes
AF s

r< -0.12 ±0.06 , (1.45)
Parton

where the errors on B$ and fga have conservatively been added linearly.
The main theoretical uncertainty comes from the residual scale dependence, which 

comes from effects in the matching of the NLO Wilson coefficients to the bag parame­ 
ters computed on the lattice. The second major source of uncertainty comes from the 
O(l/rrib) corrections. For a concise discussion of the different sources of theoretical 
uncertainties see [39]. The authors state that for the future it appears that "Despite 
(or because of?) extensive work on radiative and l/m& corrections the theoretical 
prediction of APs /rs remains rather uncertain. This is due to an unfortunate con­ 
spiracy of negative corrections at next-to-leading order in as and in the heavy quark 
expansion."

1.7 New Physics Contributions to AFS
Various theories of flavour physics suggest that new physics effects are more likely to 
appear in processes involving the heavy generations. The B° system is unique in that 
it is the only neutral meson that is expected to exhibit mixing and does not involve 
first generation quarks.

The existence of new physics may modify the low-energy effective Hamiltonian 
governing B physics in several ways: (i) via contributions to the Wilson coefficients 
of the Standard Model operators, (ii) by generating new operators, or (iii) through 
the presence of new CP violating phases. These effects may originate from new 
interactions in tree-level decays or from virtual exchange of new physics in loop- 
mediated processes. The scale of new physics is expected to be large compared to 
MVK, and hence it is generally anticipated that additional tree-level contributions to 
B decays are suppressed, and to a very good approximation all decay amplitudes 
are given by the Standard Model. However, large new contributions may be present 
in loop processes, making mixing a fertile ground to reveal the influence of new 
interactions.

When new physics contributes comparably to or dominates over the Standard 
Model contribution to the B° mixing, CP may be significantly violated. New CP
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violating contributions to mixing always reduce AFS relative to the Standard Model 
prediction, as we can see from equation 1.29. Under the reasonable assumption that 
new physics does not significantly affect the leading decay process, r\2 arises from 
F(b -> ccs). Consequently, the angle </> is the phase difference between the total 
mixing amplitude and the b —> ccs decay amplitude. In the Standard Model 0^0, 
and then cos 0 = 1 to high accuracy. With new physics, however, new phases could 
be present, leading to cos0 < 1, and therefore to a reduced value of AFS .

The reduction of AFS can be understood intuitively as follows. In the absence of 
CP violation, the two mass eigenstates are also CP eigenstates. The large AFS is an 
indication that most of the b —>• ccs decays are into CP even final states. With CP 
violation, in the basis where the b —> ccs amplitude is real, the mass eigenstates are 
no longer approximate CP eigenstates. Then, both mass eigenstates decay into CP 
even final states. Consequently, AFS is reduced.

An experimental value of AFS which is significantly lower than the Standard Model 
prediction would be a hint to new physics. The large theoretical uncertainty on the 
prediction of AFS though makes it unlikely that new physics will be observed first in 
the width difference, for new physics contributions to the B° mixing phase are likely 
to have even stronger effects on time-dependent CP asymmetries, such as for example 
in the decay B|J —>• J/iJ; 4>, and consequently will be observed there first.

1.8 Time Evolution of Untagged B Mesons
As time evolution for the flavour eigenstates we get from equations 1.18 and 1.24:

p
~ . (1.46)

with
,*\ -imt -ri/2 f , AH Arot . . , AF< . Ami 1 g+(t) = e e '•! cosh— —cos —— - i smh —— sm —— > ,

I T ^ 4r ^j I

^\ -imt rt/2 \ • i Ar^ ^mt • i ^t • Aratl , _ g-(t) = e imte~lt/ 2 1 -smh —— cos —— + i cosh —— sm —— > . (1.47)

These equations describe the flavour oscillation in B mixing, with oscillation frequency 
Am and a modulation term containing AF. A non-zero value for AF will ensure 
that the "same flavour coefficient" g+(t) will never vanish, and the "opposite flavour 
coefficient" g-(t) will onlyjbe nought at t = 0. Therefore an initially produced B° 
will never turn into pure B° or back into pure B°.

The time-dependent decay rates of an initially flavour tagged B meson into some 
final state is defined as follows:

/) = A/} (1.48)



The Lifetime of the B° Meson ____________________________ 22

with A// being a time-independent normalisation factor. To calculate F(B°(£) — > /) 
we introduce the two decay amplitudes

A, = </|B°) , Af = (f\W) . (1.49) 

The interference term A/ defined as

plays an important role in CP asymmetries and other observables in B mixing.
Untagged data samples do not require the knowledge of the flavour at production. 

Because the two eigenstates have different lifetimes, suitably long times can be chosen 
where the longer lived state is highly enriched. Time is the tag here, in analogy to 
the neutral kaons. _

The untagged decay rate for the decay B°/B° — >• / into a final state / is given by

+ |A7 | 2 ) (e-™ + e-r*<) + 2R6A, 
Tj(t) = Mf \Af \ 2 { (1 + |A/| 2 ) (e- r^ + e-r"*) + 2R6A/

where we use |A/| = |A/| and r(B° -> f) = F(B° ->• /). We see that the time- 
dependent oscillations with Ami cancel in untagged data samples. Also the equation 
reveals its usefulness for the determination of AF. Two limits are of particular in­ 
terest. For the decay modes which are flavour specific, A/ = A/ = 0. This applies to 
semileptonic decays, and to a very good approximation to b — >• cud. We get

r,(t) = r7(4) = Mf\Af \ 2 {e-r- ( + e-«'} . (1.53) 

For a final state that is a CP eigenstate11 Ay- = A/ with |A/| = 1, and

. (1.54)

1.9 The Decay Mode B° ->• J/i|>
The decay of the Bg into the two vector particles J/4> and 4> has a very small branching 
ratio of (9.3 ± 3.3) x 10~4 % [12]. In this thesis we use this decay mode with the 
subsequent decays J/\|) — > [L+ \L~ (branching ratio (5.88 ± 0.10) %) and fy — > K+ K~ 
(branching ratio (49. 2 ±0.6) %). The two muons from the J/\j) can be used to trigger 
on the event in a hadron collider environment, where the bb cross-section is high 
enough to compensate for the small branching ratio of B° — >• J/i[> cj). Also, since its 
final state particles are all charged particles, the momentum of the B^ can be fully 
reconstructed with standard spectrometer techniques, as we will see in chapter 4.

11 Or an incoherent mixture of CP even and odd eigenstates, like Bg —» J/\fj 4>, as it will turn out 
in section 1.9.
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To leading order the decay Bg — > J/i|; c^ is described by the colour-suppressed 
diagram shown in figure 1.6. Since both decay products, J/"4> and (|), are CP eigen- 
states, the final state is a CP eigenstate as well, in general an incoherent mixture of 
eigenstates with CP eigenvalue +1 and —1. The CP even fraction fcp+ has been 
measured with rather poor precision to be fcp+ = (0.79 ± 0.19) [43].

The CP quantum numbers of the decay mode can be deduced from the orbital 
angular momentum quantum number L between its decay products J/i|) and 4>. Since 
both the J/\|) and the 4> are vector particles with spin one, the total spin can be 
S = \Si ® 82 =0, 1,2. The orbital angular momentum L has to compensate the 
total spin in order to reproduce the nought total angular momentum J = L®S\ = 0 
of the B° meson. Therefore L must have the same value as 5. We get

C = Cj/ij, • C(f> — 1 ,p = PJ/^n-(-l) L = (-l) L ,
CP = (-1) L . (1.55) 

Therefore

CP = +1 <^=> L = 0, 2 (S- or D-wave) , 
CP = -1 <=> L = 1 (P-wave) .

In order to extract the contribution of each CP-eigenstate, an angular analysis 
can be performed. Rather than decomposing the decay amplitude A into S-, P- 
and D-waves, we can alternatively decompose it into three independent components, 
corresponding to linear polarisation states of the vector mesons. The polarisation 
states are either longitudinal (0) to their directions of motion, or transverse and 
parallel (||), or transverse and perpendicular (_L) to one another. The states 0 and || 
are P-even, while the state _L is P-odd. Since J/4> and cj) are both C-odd states, the 
properties under P are the same as those under CP.

Let ej/,0 and e^ be polarisation vectors of the vector mesons in the J/4> rest frame. 
The independent decay amplitudes are the rotationally invariant quantities linear in 
e*j/tb and €J> and involving possible powers of p^, a unit vector in the direction of the 
momentum of 4> in the J/\|) rest frame.

The two CP-even decay amplitudes are the combinations ej / . • e*. (contributing 
to A0 and ^|| ) and (ej^ • P0)(e* • p^) = e*^^ • e*^L (contributing only to A0 ), where
eL = e • p<j). Equivalently, one can subtract off the longitudinal component of the 
polarisation vectors to replace ej/ . • e*, by €jT, • ej2", contributing only to Ay, where 
the superscripts T refer to projections perpendicular to p^. The CP-odd amplitude 

€01 'P<t> contributes only to A_\_. The total amplitude A can be written as [44]:

A(B.(t) -> J/Tl, 4,) =

A
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where x = pj/^p^Kmj/^m^}. Note that by counting powers of p^ we can see directly 
that AQ and A\\ are P-even while A± is P-odd.

Vanishing CP violation in the decay amplitude of B° — >• J/4> 4) implies:

Ao(0) = 4>(0), A||(0)=A||(0), AL(O) = -^(0). (1.57)

Therefore the final state is an admixture of different CP eigenstates. A0 and A\\ are 
CP-even amplitudes and A± is CP-odd. The decay rate reads

, (1-58) 

with individual time evolutions

\A0 (t)\ 2 =
|A||(0)ne-rLt -en sin(Aro*)0],
|A± (0)| 2 [e-r*' + er*sin(Am*)<fl . (1.59)

The value of </> = 2/3s « 2A2 ?7 « 0.03 is small in the Standard Model, so that the 
oscillation terms can be dropped to first order. The time evolution is then simply a 
sum of two exponential decays with lifetimes 1/F# and 1/TL :

oc (\A0 (t)\ 2 + |A,|(*)| 2 ) e-™ + |^(t)|Vr"< . (1.60)

The expected small value of APs /r5 in the Standard Model being of order 10 % 
makes it hard to separate two closely spaced lifetimes. Additional angular information 
separating the two mass eigenstates will increase the accuracy in measuring AFS .

Since there are four particles in the final state, the directions of their momenta can 
define three independent physical angles. The common convention for the definitions 
of angles is shown in figure 1.8. The x axis is the direction of (j) in the J/ij> rest frame, 
the z axis is perpendicular to the decay plane of 4> — > K+ K~, and py (K+ ) > 0. The 
coordinates (0, (/?) describe the direction of the p+ in the J/4> rest frame, and -0 is the 
angle made by p(K+ ) with the x axis in the (J) rest frame. With this convention,

sin 0 cos y? = p^+ • x , sin 0 sin <p = pM+ • # , cos9 = p^+-z. (1-61)

Here, the vectors with a hat represent unit 3-vectors measured in the rest frame of 
the J/\p.

The angle 0 here is the transversity angle [45], [44], which separates out the 
CP-even and CP-odd components. The angular distribution in terms of 0 is given by:

(X

0, (1.62) 

where the time evolutions of the terms are given as in equation 1.59.
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Figure 1.8: The definitions of the angles 9, (p, ^ of the transversity frame. The angle 
9 is the "transversity angle".

The CP-even and CP-odd components are now separated not only by their dif­ 
ferent lifetimes (which are very close), but also by their decay angular distributions 
(which are significantly different). The width difference can be measured by a simul­ 
taneous fit to lifetime and transversity angle.

In appendix D we study the precision of such a fit, assuming yields and back­ 
grounds we will obtain in chapter 4. Unfortunately yields are too low to measure 
AFs /rs with reasonable precision and the fit suffers from non-Gaussian tails. For 
this reason we only fit a single lifetime to the proper decay time distribution and 
ignore the transversity angle from now on.

1.10 Fitting the Average Lifetime

In this section we show what is meant by the term average lifetime, when fitting a 
sample, which contains two different exponential decays, with a single lifetime. This 
is important in order to interpret measured average lifetimes for example in the decay
Bs° -)• J/^ 4).

For a better understanding we begin with a simple case: we fit a single exponential 
function to a set of random data. If we have TV data points xt (i = 0,1,..., N) we can
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construct a likelihood function

~ P '" Tfl- . (1.63)

Minimising - log £ by setting dlog C/dTfu = 0 we get

J " N 1=1

Thus the best fit lifetime T/H is simply the mean of the data sample. In case the data 
points are distributed according to an exponential l/Tie~ x '/T1 , the fit would yield the 
expectation value of the exponential, which is the lifetime TI, i.e. Tfn = TI.

If the dataset consists of two subsets, x\, ..., x^ distributed according to l/Tie~Xl//Tl 
and XNI+I, ... : XNl +N2 distributed according to l/T2e~Xi//T2 , then a single exponential 
fit with lifetime Tfit would yield

1 '" -n + Nz-Tz) . (1.65)

Thus, the average lifetime Tfit is the weighted average of the individual lifetimes TI 
and r2 . In the Eg — >• J/\|^ cf) decay, where the CP even fraction fcp+ decays with 
lifetime TCP+ and the CP odd fraction with TCP--, we get

Taverage = fcP+ ' TCp+ + (1 — fcP+) ' TCP- • (1.66)

In terms of the variables Fs and AFS we get

r — sI naverage — ^ / \ 2 '

and Taverage contains Ars /rs to the first power.
For clarity we discuss two more examples: the inclusive Bg lifetime and the flavour 

specific (= semileptonic) Bg lifetime. If we fit a single lifetime to the proper decay 
time distribution of an inclusive Bs sample we measure the inclusive lifetime Tjncj. 
An equal number of Bg hort and B^0118 mesons is selected, leading to a proper time 
distribution

-" " 9 (1.68)2 
which is sketched in figure 1.9 on the left. The inclusive lifetime then becomes

+ TShort) = =—————-———-2 - (1.69)

V 2r *
Note that AFS appears only in second power.
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Figure 1.9: Sketch of the proper life distribution for an inclusive Bs sample (left) 
and a Bs sample decaying into flavour eigenstates (right). The vertical axis is on a 
logarithmic scale. In an inclusive Bs sample, the total number of Bg hort and B^ong is 
the same. Since the Bg hort has a shorter lifetime, in a small interval at t = 0 there 
will be more Bg hort decays than B^ong decays, as can be seen in the left figure. The 
situation is different if we collect decays to flavour eigenstates (right). The mesons 
are produced as flavour eigenstates, live as a superposition of the lifetime eigenstates, 
before they decay as flavour eigenstates. At t = 0 there is an equal number of long- 
and short-lived mesons, and as the long-lived component lives longer, more of the 
selected flavour decays come from the long-lived component, as can be seen from the 
figure on the right.

In case the sample is collected through flavour specific decays, such as semileptonic 
decays, a single exponential fit will return the flavour specific lifetime Tf. The 
mesons are produced as flavour eigenstates, live as a superposition of the lifetime 
eigenstates, before they decay as flavour eigenstates. At t — 0 there is an equal number 
of long- and short-lived mesons, and as the long-lived component lives longer, more 
of the selected flavour decays come from the long-lived component. Therefore the 
numbers of selected Bfhort and B^ong mesons are proportional to l/YShort and l/YLon9 , 
respectively, as is illustrated in the right picture of figure 1.9 (see also equation 1.53). 
Properly normalised, the proper time distribution reads

Pf (t) = 1 s s
i

( (1.70)

and the flavour specific lifetime becomes

TShort

T'Short + TLong
T~Short +

^Short i 7~Lon<?

\ (1.71)
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1.11 Current Experimental Status of B Lifetime 
Measurements

Measuring the lifetime of the B mesons in exclusive modes is a relatively new field. 
First precision measurements have been performed in the 1990's by the experiments 
at LEP and CDF at the Tevatron [12]. The current world average values for the Bd 
and Bu lifetimes are

TBd = (1.537 ± 0.015) ps ,
TBu = (1.671 ± 0.018) ps,

TBJrBd = 1.085 ±0.017, (1.72)
and include a variety of measurements from the LEP experiments, CDF, and, with 
best precision, from the B factory experiments Belle and BaBar [12].

So far all B° lifetime analyses measure the average lifetime of the 6°, which is 
evaluated under the assumption that the decays are governed by a single exponential 
function with a unique lifetime. The current combined experimental value is [12]

r(Bs ) = (1.461 ± 0.057) ps . (1.73)
Figure 1.10 shows the combined result together with its individual measurements. 
Most analyses are based on inclusive reconstruction of Ds mesons from Bs decays [46], 
[47], [48], [49], [50], [43], [52], [53], often in association with electrons and muons. One 
measurement from CDF [51] uses the fully reconstructed exclusive mode Bg —>• J/\JJ 4>. 
All measurements agree well within their estimated errors. It is worth mentionning 
that the experiments running on the T(4S) resonance (Argus, Belle, BaBar) cannot 
produce Bg mesons as their energy is below the threshold of producing Bg pairs.

1.12 Current Experimental Status of AFS Mea­ 
surements

In the past five years there have been a few attempts to measure the width difference 
in the Bg system. Unfortunately the small B° yields did not yet allow a good enough 
precision to measure a significantly non-zero value. Thus upper limits have been 
set. Many analyses use the constraint Fs = F^. This is justified, since the ratio 
r(Bs )/r(Bd) is expected to be very close to unity and corrections from SU(3) breaking 
effects are estimated to be smaller than 1 % (see section 1.3). The following summary 
of experimental constraints on AFS /FS is based on the report of a combined Working 
Group from the experiments ALEPH, CDF, DELPHI, L3, OPAL and SLD [10]:

• Inclusive B sample (L3 [54]). In an unbiased inclusive B sample, all 6° 
decay modes are measured. Fitting the proper time distribution to a single 
exponential lifetime gives sensitivity to AFS in second order

1 1
Tincl

1-
(1.74)
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Aleph [46], Ds"l+ vertices

Delphi [47], inclusive Ds vertices

Aleph [48], Ds hadron vertices

Opal [49], D~l+ vertices

Opal [50], D- ->• 4)7t-, D- -> K*°K-

CDF [51], B' -> J/i|) 4)

CDF [43], D~l+ vertices

Delphi [52], Ds hadron vertices

Delphi [53], D<Tl+ and cj) 1 + vertices

PDG [12], combined

1 1.2 1.4 1.6 1.8 2
Bs lifetime [ ps ]

Figure 1.10: Compilation of recent measurements of the average lifetime of the Bg 
meson and the combined PDG value. The error bars are statistical (inner error bar) 
and statistical 0 systematic (total error bar) added in quadrature.

L3 incorporates Pmd(t) into the proper lifetime fit and applies the constraint 
1/FS = (1.49 ±0.06).

Bj? —> Ds + l ^X (Delphi [53]). In a sample of semileptonic Bg decays the 
proper decay time distribution is given by equation 1.70. If this distribution is 
fitted assuming a single exponential lifetime rg;7™, then the measured lifetime 
is given by

1 !+(ff) 2
(1.75)semi

i- v
2 '

A 95% CL limit AFs /rs < 0.46 is obtained from the proper time distribution. 
assuming Fs = Fd .

B° — >• (})4>X counting method (Aleph [55]). It is assumed that the width 
difference is due entirely to the Bsshort ->• Ds*)+ D^~ decay modes. Under this
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assumption, AFS = r(Bsshort -> D^+D^0 ") where

BR(B Short D(*H D(*)-) = ." = - (1-76) 
V S s s / / Ar vL

This results in a measured value of AFS /FS = 0.26ljjj5, which is so far the only 
measurement of AFS /FS which does not rely on a measurement of the average 
B° or B° lifetime.

B° -> c|>c|>X lifetime method (Aleph [55]). As the decay B° -> D +D~ 
— >• (f)(f)X is predominantly CP even, the proper time dependence of the Bg 
component of the cj)4> component is therefore just a simple exponential

P(t) = Yss hort e-r* h ° rtt . (1-77)

With knowledge of Ff hort it is easy to extract
\

. (1.78)
1 s

A value of AFs /rs = 0. 45^49 is obtained assuming Fs =

—»• D+ hadron (Delphi [52]). A fully inclusive D+ selection is expected
to have an increased CP-even content, as the Bg —> Ds* Dg contribution is 
enhanced. AFS /FS is obtained by taking into account the relative abundance of 
gShort an(j gLong Wj1j}e fitting to the proper time distribution. Assuming F5 = F^ 
the authors get AFS /FS < 0.69 at 95% CL.

• Other measurements of the B^ semileptonic lifetime (Aleph, Opal, 
CDF)[56]. In certain Bg lifetime analyses, a single exponential function was 
assumed in the fits to the data. The Working Group has taken the average of 
the measured lifetimes, r^7™ = (1.46 ± 0.07) ps, to be equal to the expression 
in equation 1.75 with Fs = F^. The lower bound AFS /FS < 0.30 is obtained at 
95% CL.

• B° ->• J/ip c|> (CDF [43]). Studies of angular distributions by CDF favour 
the final state J/4>4> to be predominantly CP even with a fraction of fcp+ = 
0.79 ± 0.19. The average B° lifetime is measured to be (1.34lJ;ig ±0.05) ps 
in this final state. With the assumption Fs = F^, this result corresponds to 
AFS /FS = 0.33^425 where the uncertainty on the CP-even fraction is taken 
into account.

The Working Group on AFS has combined the experimental results in terms of the 
likelihood over the (1/FS , AFS /FS ) plane. (The L3 result is not included in the com­ 
bination because the likelihood function was not available over this space.) The 
combination is first performed without applying the constraint Fs — Fd , resulting in

AF /F — 0 94+°- 16^• L s/-1- s — u - z^-0.12

or AFS /FS < 0.53 at 95% CL . (1.79)
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When the constraint on Fs is applied - assuming no theoretical uncertainty on T 
- the results become

AFS /FS =0.16+°;.08
09

or AFS /FS < 0.31 at 95% CL . (1.80)

The likelihood distributions and probability density is shown in figure 1.11 and table 
1.5 summarises the experimental status of AFS /FS measurements.

Experiment
L3 [54]
Delphi [53]
Others [56]
Aleph [55]

Aleph [55]
Delphi [52]
CDF [43]
[10]
[10]

Result
<0.67
< 0.46
<0.30
0.261°,;?°

0 45+°-80

<0.69
0.33t2;42
< 0.31 (95% CL)
< 0.53 (95% CL)

Selection
Inclusive B sample
Bs° -> D+1-^X
Bs° -> D+r^X
Bs° -> 4>(J>X

B° -»• c|>(|>X
B° ->• D+ hadron
BS ~^ J/4* ^
Combined
Combined

Comment
Uses TBS = (1.55 ± 0.05)ps

Counting method,
does not assume F5 = F^
Lifetime method

uses constraint Fs = F^
without constraint Fs = F^

Table 1.5: Current experimental status of AFs /rs measurements. All upper limits 
are given at 95% CL.
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Figure 1.11: a) 68%, 95% and 99% C.L. contours of the negative log-likelihood distri­ 
bution in the plane (1/FS , AFs/rs ). b) Same as a) but with the constraint Fs = Fd . 
c) Probability density distribution for AFS /FS after applying the constraint; the three 
shaded regions show the limits at the 68%, 95% and 99% CL respectively. Taken from 
[10].



Chapter 2

The CDF Experiment at Fermilab

The Collider Detector at Fermilab is a 5,000 ton multi-purpose particle physics ex­ 
periment dedicated to the study of proton-antiproton collisions. It is located at the 
Fermilab Tevatron collider (near Chicago) with a centre-of-mass energy of 1.96 TeV. 
The experiment is performed by an international collaboration of about 790 physicists 
from 56 institutions of 11 countries to study a wide range particle physics program: 
electro-weak physics, top quark physics, QCD, B physics, and searches for particles 
beyond the Standard Model. It restarted data taking in autumn 2001 after a five- 
year shutdown with a major accelerator and detector upgrade. The current period 
of data taking is called Run Ha. We first give a brief overview over the Tevatron 
accelerator complex and then describe the components of the CDF detector relevant 
to understand this analysis.

2.1 The Tevatron Collider
The Tevatron proton-antiproton collider is the highest energy particle collider cur­ 
rently operational anywhere in the world and is described in detail elsewhere [57]. 
Currently 36 proton bunches collide with 36 antiproton bunches at two interaction 
regions (CDF and DO) every 396 ns at a centre-of-mass energy of 1.96 TeV. Figure 
2.1 pictures Fermilab's accelerator chain which is briefly explained in the following.

The first stage of acceleration is achieved with the Cockcroft-Walton acceler­ 
ator. It accelerates 25 keV H~ ions to 750 keV. The following 150 m long linear 
accelerator (LINAC) increases the energy to 400 MeV. The electrons of the H~ 
ions are then stripped off leaving protons, which are accelerated further to 8 GeV in 
the Booster - a synchrotron of about 75 m in radius. The Main Injector (MI, cir­ 
cumference about 3 km) takes over and accelerates the proton up to 150 GeV, before 
they are injected into the Tevatron, the final stage in the chain. The Tevatron has 
a circumference of about 2n kilometres and brings the protons to their final energy 
of 980 GeV. It uses a lattice of superconducting dipoles and quadrupoles to keep the 
beam in position and conventional RF cavities for acceleration.

The Main Injector is also used for the production of antiprotons. Protons of 
120 GeV are focused on a nickel target. Antiprotons of 8 GeV are selected, focused
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Figure 2.1: The Fermilab Tevatron Collider with Main Injector.

and delivered to the Debuncher Ring where they are debunched and stochastically 
cooled. These are then transferred to the Accumulator Ring where they are stacked 
and stochastically cooled again. Once a sufficient number of antiprotons has been 
produced, they are sent back to the Main Injector to be accelerated to 150 GeV 
before they enter the Tevatron for their final energy of 980 GeV.

With both beams at 980 GeV in the Tevatron a low beta squeeze is executed, and 
the beams are finally brought into collisions at the two interaction regions (CDF and 
DO). An entire filling procedure typically takes about 3 hours from the end of the 
previous store to the start of the next store. A collider store generally lasts about 14 
hours which is approximately one luminosity lifetime.

The current performance [58] is at roughly 25 % of the Run Ila goal: initial lumi-
nosities average 2.2x10 cm s with a best luminosity to date of 4.22x10 cm s . 
Current performance and Run Ila goals are listed in table 2.1. It is evident that cur­ 
rent performance is characterised primarily by a 37% shortfall in proton intensity and 
a 55% shortfall in antiprotons relative to Run Ila goals. At present, the antiproton 
production rate is not an impediment to peak luminosity performance, because the



2.2 The CDF II Detector 35

Parameter
Protons/bunch
Antiprotons/bunch
Total Antiprotons
Peak p Production Rate
Accumulator H» 150 GeV

coalesced efficiency
MI 150 GeV -> Low (3 efficiency
Accumulator — > Low /i efficiency
Longitudinal Emittance (proton)
Longitudinal Emittance (p)
Typical Luminosity
Integrated Luminosity

Current (typical)
1
1
5
1

.70

.39

.00

.10

2.2

X

X

X

X

X

10 11
10 10
10 11
10 11

0.80
0.60
0.48

6
4.5

1031
4

Run Ha
2.70x
3.0 x

1.08 x
2.00 x

8.1 x

Goal
10 11
10 10
10 12
10 11

0.90
0.90
0.81

3
2

1031
16

Unit

p/hour

eVs
eVs
cm~ 2s~ i
pb-1 /week

Table 2.1: Current performance of the Tevatron compared with Run Ha goals (taken 
from [58]).

average store duration (about 14 hours) is sufficient to allow accumulation of the 
requisite number of antiprotons at the current stacking rate.

The low proton intensities in the Tevatron are due to beam instabilities, significant 
beam loss during the acceleration ramp and anomalous longitudinal emittance growth 
on the Main Injector acceleration cycle. On the other hand the Tevatron experiences 
low antiproton intensities from a transmission efficiency of only 48%. Transmission 
efficiency through the bunch coalescing process in the Main Injector is roughly 80% 
and efficiency from the Main Injector through the initiation of collisions in the Teva­ 
tron is roughly 60%. There are a number of issues limiting the performance, some 
of them the same as for the protons, but in addition emittance dilution and low 
efficiency (about 90%) in the Main Injector to Tevatron beam transfer.

All these issues are currently under study and a number of fixes and additions are 
or will be made to achieve the design luminosities. See [58] for further details.

2.2 The CDF II Detector
The CDF detector underwent a major upgrade for the Tevatron collider Run Ha to 
make it suitable for the order of magnitude increase in luminosity. Changes include 
simplification and improvement of the angular range of the calorimetry and muon 
coverage, improvement of the speed of electronics and trigger system, addition of 
a time-of-flight counter, and a complete replacement of the charged particle track 
detectors. We will refer to this version of the CDF detector by CDF II. Figures 2.2 
and 2.3 show its inner structure: a tracking system is located in a super-conducting 
solenoid, which provides a magnetic field of 1.4 T for momentum measurement of 
charged tracks. It is surrounded by the electromagnetic and hadronic calorimeter, and
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the muon system. A detailed description can be found in the Technical Design Report 
[59]. Here we want to give only a brief description of those detector components, which 
are relevant to this analysis: the tracking, muon and trigger system.

T| = 1.Q-
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Figure 2.2: Elevation view of one half of the CDF II detector.

CDF uses a cylindrical coordinate system (r, </>, z) with the origin at the centre of 
the detector and the z axis along the nominal direction of the proton beam (from west 
to east). The x axis points away from the Tevatron centre, and the y axis is y = z/\x. 
Sometimes different coordinates such as the polar angle 9, or pseudorapidity 77 are 
being used, where

r] = ~ log tan - (2.1)

Tracks are fit to helical trajectories. The plane perpendicular to the beam is referred 
to as the "transverse plane", and the transverse momentum of the track is referred 
to as
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Figure 2.3: Longitudinal view of the CDF II tracking system, representing a quarter 
of the whole detector. The central calorimeters and the muon systems are not shown.

2.3 Silicon Vertex Detectors
At the heart of the CDF II detector are the silicon vertex detectors[60] : Layer 00 
(LOO), the Silicon Vertex Detector (SVX), and the intermediate Silicon Layers (ISL). 
Figure 2.4 shows in an end view at the top the five layers of the SVX and at the bottom 
its three-barrel structure. The side view shown in Figure 2.5 is a cross-section of one 
half of the silicon tracker, using a compressed z scale.

The silicon system provides precise three-dimensional track impact parameter de­ 
termination over as wide an acceptance range as possible. Many different physics 
programs benefit: B physics, studies of top production, supersymmetry searches and 
the search for the Higgs boson. In addition they bridge more seamlessly between the 
vertex detectors and outer tracker, to improve purity and efficiency of tracking, and 
to increase the angular acceptance for well-reconstructed tracks.

The central vertexing portion of the detector is called SVX II. It is made up 
of three 29 cm long barrels, which extend 45 cm in z on either side of the detector 
origin, leading to an acceptance of |r?| < 2. The barrels are separated by gaps of 
about 1.5 cm, which cause tracking inefficiencies in those regions. On every barrel 
there are two readout units, so-called half-ladders, which consist of two wafers in the 
SVX II - the smallest unit in a layer. So each barrel is four wafers in length. The 
five layers of ladders are arranged in twelve azimuthal wedges that alternate in radius
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Figure 2.5: A side view of half of
Figure 2.4: Top: the five layers of the the CDF Run II silicon system on a 
SVX. Bottom: the three-barrel struc- scale in which the z coordinate is com- 
ture of the SVX. pressed.

within each layer (sublayers a/b). Each wedge is instrumented with 5 double-sided 
silicon layers with a combination of both 90°z and small-angle stereo (SAS) layers. 
Both types have axial p-strips parallel to the z axis for measuring the azimuthal 0 
coordinate of a hit. These strips are spaced in r(f> by approximately 60 to 65 fjjn, 
depending on layer, and have implant widths of 14 to 15 [J.m.

The n-strips are stereo strips, rotated with respect to the non-stereo strips by 
(90, 90, —1.2,90, +1.2)°, respectively from the innermost to outermost SVX II layers. 
The stereo strips are spaced by (141,125.5,60,141,65) |j,m, and have implant widths 
of 20 M-m for the 90°z strips and 15 ]am for the SAS layers. The 90°z layers measure in 
addition the z position via strips perpendicular to the z axis, with a pitch that ranges 
from 58 to 60 |J.m depending on layer. The SAS layers measure a stereo coordinate 
via strips twisted by a small angle of ±1.2° versus the </> strips. While the z resolution 
of a measurement with a 90° z layer is about 50 (« I/ sin 1.2°) times better than with 
a SAS layer, there are more hit ambiguities with the 90°2 layers. Figure 2.6 shows 
three real hits in a 90°z layer, and six so-called ghost hits arising from ambiguities. 
The same situation is better for the SAS layer - as shown in figure 2.7 - where such 
ambiguities do not arise at the cost of a less accurate z estimation. The alternating
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pattern of 90° and SAS layers is designed to permit good resolution in locating the z 
position of secondary vertices and to enhance1 the 3D pattern recognition capability 
of the silicon tracker.

Figure 2.6: Three real hits (dark) and Figure 2.7: Three hits in a SAS layer 
six ghost hits (light) in a 90°z layer. without ambiguities.

Water/glycol coolant for the silicon and electronics flows within internal channels 
that are machined into the beryllium bulkheads at each barrel end. The readout 
electronics for the SVXII is mounted as close as possible to the sensors, due to readout 
speed and capacitance reasons. The large instrumented length of silicon along the 
beam pipe requires these electronics to be located within the active sensitive volume, 
with resulting negative consequences on impact parameter resolution.

A layer of silicon called Layer 00 is mounted directly onto the beam pipe at very 
small radius to mitigate these effects. This layer is single-sided, for capacitance and 
space reasons, to minimise material, and to allow large bias voltages to be used to 
ensure depletion even after extensive radiation damage.

Outside SVX II there are three additional layers of double-sided silicon (SAS) 
- the Intermediate Silicon Layers (ISL) - positioned at a radius of 20, 23 and 
29 cm from the collision point. As can be seen in figure 2.9 it consists of three barrels 
and accepts the wider region \rj\ < 2. The ISL ladders are composed of six wafers, 
arranged as half-ladders of three wafers each. A fixed strip pitch of 112 [im is used on 
both the axial and 1.2° stereo sides. The ISL space frame, shown in figure 2.9, also 
supports the SVX II and all associated readout and utility components. The central 
barrel of the ISL consists of silicon ladders that are staggered alternately at either 
22.6 or 23.1 cm in radius from the nominal beam line. This layer is extended by an 
additional set of ladders mounted at 19.7 or 20.2 cm in radius that are contained in 
the barrels at each end of the space frame. The outermost layer (L6) of the ISL is 
populated only in these end barrels, and consists of ladders mounted alternately at 
radii of either 28.6 or 29.0 cm. Temperature control is provided for the ISL electronics 
by a water/ethylene glycol coolant mixture flowing in aluminum tubes attached to 
beryllium ledges mounted on the space frame. Blockage of some of these tubes delayed 
the commissioning of the ISL. Although the cooling tubes have been cleared from these
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Figure 2.8: End view of the innermost
three layers of the CDF Run II silicon Figure 2.9: A perspective view of the 
system, showing Layer 00 along with ISL space frame and silicon placement, 
the first two layers of the SVX II re- For clarity, only every other silicon 
gion. ladder assembly is shown.

blockages, it was too late to use ISL for this analysis.
Table 2.2 summarises geometric information for each layer.
All SVX II sensors are about 300 p.m thick. The total amount of material in the 

silicon system averaged over azimuthal angle and z varies roughly as 10% of a radiation 
length divided by the sine of the polar angle in the region of pseudorapidity |r/| < 1. 
The average material traversed by particles increases to roughly twice this value for 
1 < 1771 < 2 due to increased likelihood to encounter cables, cooling bulkheads, and 
portions of the support frame.

The complete CDF II silicon detectors have 211,968 readout channels in r</>, and 
193,536 readout channels in rz. The data acquisition system is a fully pipelined and 
buffered DAQ and trigger architecture that can operate without deadtime losses at 
machine bunch crossing intervals as low as 132 ns between cycles. An online trigger 
identifies displaced tracks at Level 2 and will operate with about 20 ILLS latency at rates 
up to 300 Hz. This trigger opens up a lot of new exciting hadronic decay channels of 
beauty and charmed hadrons. It will not play a role for this analysis though as we 
rely on the so-called J/i|> dimuon trigger (see section 3.6).

Present estimates indicate that the innermost SVX II sensors will degrade be­ 
yond usable levels after the first 2 to 3 years of operation, corresponding to several 
10 13 n/cm2 . Layer 00, which is single-sided and thus can operate acceptably even 
when not fully depleted, should be able to withstand the higher radiation doses that 
it will encounter at its small inner radius. Along with the remaining layers of the 
SVX II and ISL, this should preserve functional rfi tracking and at least some stereo 
capability to as much as 5 fb" 1 of accumulated Tevatron data.
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System Layer Radius Readout Wedges Strips Strip Pitch (MJH) 
Name (cm) 0 z (f) z

LOO

SVXII

ISL

LOOa 
LOOb
LOa 
LOb
Lla 
Lib
L2a 
L2b
L3a 
L3b
L4a 
L4b
L5a 
L5b 
L5c 
L5d
L6a 
L6b

1.35 
1.62

2.5325 
2.9825
4.1075 
4.5575
6.5075 
6.9075
8.2075 
8.7075
10.1325 
10.6825

19.71 
20.215 
22.585 
23.09

28.585 
28.99

<t>
(f), 90°

0, 90°

0, -1.2°

0,90°

0, +1.2°

0, SAS 

0, SAS

0, SAS

128-50 
256 - 50

12 256 256 60 141

12 384 384 62 125.5

12 640 640 60 60

12 768 512 60 141

12 896 896 65 65

24 

28 512 512 112 112

36

Table 2.2: Overview of silicon layers.

Without misalignments, the estimated intrinsic impact parameter resolution should 
improve from an average of a^ = (9050/pr) M-rn for tracks at normal incidence with­ 
out Layer 00 to an average of a^ = (6025/p^) M-m with the addition of this layer[10], 
for pT in GeV/c.

The large geometrical acceptance (|?7| < 2) of the silicon system does not only 
provide additional information for the tracks reconstructed in the COT (|?7| < 1), but 
also opens up the challenging chance of standalone silicon track reconstruction.

2.4 Central Outer Tracking Chamber
The silicon system is surrounded by the Central Outer Tracker (COT)[61], a 
310 cm long open-cell drift chamber with a radial range of 40 cm < r < 137 cm and 
a corresponding full acceptance of \rj\ < I. It provides central tracking in the high 
luminosity environment by measuring charged tracks with transverse momentum as 
low as 400 MeV/c in the 1.4 T field of the solenoid with a resolution of tipr/Pr < 
0.1%/GeV/c. Due to its larger radial extent its momentum resolution and purity 
is much better than the silicon tracker's. The expected large number of multiple- 
vertex events at high luminosity requires a good rz (stereo) reconstruction as well. 
The chosen gas mixture is Argon-Ethane-CF4 (50:45:5) has a sufficiently high drift
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velocity to resolve the beam crossings at 396 bunch spacing.

East Enidp!ate(:
Units: cwtirewtere (Inches)

S86 3S4 432 4*0

+ Potential wires 

• Sense wires

Shaper wires

Bare Mylar

(Mild on Mylar (Field Panel)

52 54 58
SL2

62

Figure 2.10: Layout of the endplate of
the COT. The long slots are for field Figure 2.11: Nominal cell layout for 
sheets, the short ones are for shaper SL-2. Other super-layers - including 
panels and sense wires. stereo - are similar.

Figure 2.10 reveals the design of eight superlayers (SL) of cells. Each of the eight 
superlayers consists of twelve layers of sense wires, alternating with potential wires. 
They are comprised in cells which are tilted by the 35° Lorentz angle. Figure 2.11 
illustrates the cell geometry using superlayer 2 as an example. The cathode is gold on 
0.25 mm Mylar, referred to as a "field panel". The taper of the cell requires a varying 
potential between the sense wire plane and the field plane. To achieve this effect the 
sense and potential wire voltages are varied. The sides of each cell are closed, both 
mechanically and electrostatically, by Mylar strips with field-shaping wires attached, 
called the "shaper panels". For both sense and potential wires 2 mm gold-plated 
copper-beryllium wire is used. The electric field gradient is about 2.6 kV/cm. Four 
of the superlayers are axial, alternating with stereo superlayers in the pattern (+3, 
0, -3, 0, +3, 0, -3, 0)°. Thus the COT provides in the ideal case 48 axial and 48 
stereo measurements per charged particle traversing.

The trailing edge of the signal of a sense wire is logarithmically related to the total 
charge deposited. Converting this information into energy loss dE/dx allows particle 
identification to a certain degree. Studies [59] show that the K-n separation power 
for pT > 2 GeV/c is on the order of about one cr. Because of this weak separation 
power and not yet studied possible biases on the lifetime of reconstructed particles.
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Number of Layers
Super-Layer Number
Stereo Angle (°)
Cells per Layer
Radius at Centre of SL (cm)
Number of Sense Wires
Number of Wires

1
+3
168
46

2
0

192
58

3
-3

240
70

4
0

288
82

5
+3

336
94

6
0

384
106

7
-3

432
119

30
63

96
8
0

480
131

,240
,000

Table 2.3: Mechanical summary of the COT.

we do not use particle identification via dE/dx in this analysis.
The average total material of the central part of the COT corresponds to about 

0.01 radiation lengths [62]. The single hit resolution for each layer is measured from 
data to be on the order of 150 |j.m[63].

2.5 Time-of-Flight (TOF)
The Time-of-Flight detector is new in Run II and was built to provide Ti-K-p sepa­ 
ration for low PT tracks, which enhances the tagging performance for the B physics 
program. In addition it allows rejection of cosmic rays. It consists of 216 scintillator 
bars (2.8 m x4 cm x4 cm) and is located between the COT and the cryostat of the 
superconducting solenoid. Photomultiplier tubes, attached to both ends of each bar, 
provide time and pulse height measurements. The difference between the two time 
signals estimates the z coordinate of the particle crossing the bar and can be measured 
with a resolution of about 100 ps. The individual interaction time to is determined 
offline to a precision of 30 ps by a fit to all PMT hits, assuming the tracks come 
from pions, kaons and protons with known production fractions. For a given track 
matched to a TOF hit the path length can be determined. Using the time difference 
thit — to gives the speed f3 of the particle and can be translated into invariant mass 
using the known particle momentum.

The TOF system has a timing resolution of 100 ps and provides a K-7t separation of 
about 2 a for tracks with PT < 1.5 GeV/c. For this analysis time-of-flight information 
could be useful to reduce background for low pT </> —>• K+ K~. To date the TOF 
reconstruction suffers from a very low efficiency about 55% of fiducial tracks due to 
high occupancy. Also possible biases on the proper lifetime have not been studied 
yet. For this reason we do not use time-of-flight information in this analysis.

2.6 Solenoid Magnet
A superconducting solenoid 3 m in length surrounds the tracking systems and provides 
a magnetic field of 1.4 T for measuring momenta of charged particles through their 
curvature. The field is uniform to 0.1 % in the region z < 250 cm and r < 150 cm.
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The solenoid is built of an Al-stabilised NbTi superconductor and operates at liquid 
helium temperature. Its return yoke guides the field lines over and underneath the 
detector and is also used as shielding for the upper and lower part of the CMP muon 
system (see section 2.8). The solenoid current is regulated by a feedback loop driven 
by a Nuclear Magnetic Resonance (NMR) probe, which also provides a measurement 
of the magnetic field. The typical time interval for the feedback is on the order of 
a minute and ensures a stable magnetic field in time. The solenoid and cryogenic 
equipment corresponds to 0.85 radiation lengths (X0 ) of material at 90° incident 
angle.

2.7 Calorimeters
The solenoid and tracking volume are surrounded by the calorimeters, designed to 
measure the energy of photons, electrons and jets, and to determine the missing 
transverse energy as well. The calorimeter is divided into two physical sections: 
central (\T)\ < 1.1) and plug (1.1 < \rj\ < 3.64). Each section is subdivided into an 
electromagnetic (CEM,PEM) and hadronic part (CHA, PHA). The end-wall hadronic 
calorimeter (WHA) covers a gap between the central and plug sections, as shown in 
figures 2.2 and 2.3.

The calorimeter system is a scintillator sampling system with tower segmenta­ 
tion. The electromagnetic section of lead-scintillator is backed by the steel-scintillator 
hadron calorimeter. The signal is carried via wavelength shifters embedded in the 
scintillator to the photo-multiplier read-out. Table 2.4 summarises properties of the 
calorimeters.

GEM CHA/WHA PEM PHA
Coverage in 77 < 1.1 < 1.3 1.1-3.6 1.2-3.6
Tower AT? x A</> 0.1 x 15° varies 0.1 - 0.16 x 7.5 - 15°
Thickness 19 X0 , 1 A 4.5 A 21 X0 , 1 A 7 A
Energy Resolution 14%/x/ff 75%//E 16%/y% 0 1% 8Q%/^ 0 5%

Table 2.4: Characteristics of the CDF II calorimeters. A'o is the radiation length and 
A is the hadronic interaction length. The energy E is in GeV.

Proportional chambers (CES and PES) are embedded near the shower maximum 
at about 6 radiation lengths (X0 ) within the electromagnetic calorimeters. These 
chambers have wires in r<j) and cathode strips in z to record the 3D position of the 
shower, which helps to match showers to tracks. A second set of proportional cham­ 
bers - the central or plug preradiator (CPR or PPR) - is placed between the front 
face of the electromagnetic calorimeter and the magnetic coil. Acting as shower pre- 
sampler, this chamber becomes useful in n°-j separation and electron identification.

The calorimeters are used for this analysis only as passive absorbers for the muon 
system. Momenta of tracks from B mesons are only a few GeV/r, thus much more
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precisely measured from the COT than from the calorimeters.

2.8 Muon Systems
The outermost component of the CDF detector is a set of scintillators, drift tubes and 
steel absorbers, used for the detection of muons above 1.4 GeV/c. Muons are identified 
by their penetrating ability, and detected by chambers located outside substantial 
material. There are four muon detectors: the Central Muon Detector (CMU), the 
Central Muon Upgrade Detector (CMP), Central Muon Extension Detector (CMX), 
and the Barrel Muon Detector (BMU). Their positions are labeled in figure 2.2. The 
four detectors are composed of layers of single wire drift chambers, which operate in 
proportional mode to survive the high luminosity and event rates.

226 cm

• Radial ccntcrline

.a i

Central
Calorimeter
Wedge

55 mm

To pp interaclion vertex

Figure 2.12: Three CMU sections em­ 
bedded in a central calorimeter wedge Figure 2.13: One of the three CMU 
at its outer radius. towers in a wedge.

The Central Muon Detector (CMU) covers \rj\ < 0.6, and is embedded in the 
central calorimeter wedges at their outer radius (see figure 2.12), behind about 5.5 A 
of absorber (the CHA). A gap of 18 cm between east and west chambers (at rj — 0) 
is due to the central calorimeter arch support structure and the high voltage fan out 
mounted on this end of the chambers. There are three separate sections (towers) of 
16 cells (4 wide by 4 high) in each wedge, which makes 144 cells in total. Figure 
2.13 shows one of the towers. Each cell is (6.35 x 2.68 x 226) cm in size and has a 
50p.m. stainless steel wire at the centre. The 16 cells in a module are stacked four 
deep in radial direction, with a small </> offset between the first pair and second pair 
of layers. Two adjacent wires in each layer are ganged at z = 0 to reduce the channel 
count as chamber occupancy is low enough to resolve the ambiguity. Each wire pair 
is instrumented with a TDC to measure the muon's location in 0, and an ADC on 
each end to measure the muon's location in z via charge division.

The maximum drift time of the drift chamber is on the order of 800 ns. This 
means that for bunch crossing times of 396 ns the muon systems will integrate over
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several bunches. This is resolved by associating a muon signal with several bunches 
for the Level 1 trigger decision. The correct bunch is then determined by associating 
the muon signal with an XFT track and appropriate hadron calorimeter TDC time, 
which both are capable of resolving a single bunch crossing.

CMX &CMP gS-CMU B-BMU 

0 L

Figure 2.14: Detail showing the config­ 
uration of steel, chambers and coun- Figure 2.15: Coverage of the Run II 
ters for the Central Muon Upgrade muon systems in azimuth 0 and pseu- 
walls. dorapidity 77.

The Central Muon Upgrade Detector (CMP) consists of a second set of 
muon chambers behind an additional 60 cm of steel in the region 55° < 9 < 90°. It 
provides confirmation for CMU tracks but with reduced background. Its rectangular 
geometry (see figure 2.14) gives a pseudo-rapidity coverage which varies with azimuth 
as shown in figure 2.15. The return yoke of the CDF solenoid provides the necessary 
steel above and below the central detector. Steel has been added on the two sides 
with two non-magnetised walls.

On the outer surface of the CMP, a layer of scintillation counters are installed, 
which cover the upgrade chambers in width and half in length. They provide timing 
information which is used to associate the CMP muon signals to the appropriate 
event (since the drift time is longer than the bunch crossing time). Also, muon 
triggers which require CMP confirmation make use of the scintillation counters in 
conjunction writh trigger information from the CMU chambers. Such triggers are not 
used for the dataset used for this analysis though. More details of the trigger system 
and muon triggers are given in the following section 2.9.

The Central Muon Extension (CMX) extends muon coverage to the pseudo- 
rapidity region 0.6 < \rj\ < 1.0. It consists of free-standing conical arrays of 180 cm
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Figure 2.17: Number of absorption 
lengths as a function of pseudorapidity 

Figure 2.16: Overlapping geometry of averaged over azimuthal acceptance of 
CMX drift tubes. tne CMU, CMP and CMX systems.

long drift tubes, with scintillators on both sides. There is azimuthal angular coverage 
from -45° to 75° and 105° to 225°. The two top wedges interfere with the CDF 
cryogenics penetration on the east side and with the main ring steel shielding on 
both sides. The bottom 90° part penetrates into the nominal floor of the collision 
hall and requires a different geometrical configuration than the upper 270°. During 
the data-taking for this analysis this part of the detector was turned off due to noise 
problems.

The drift tubes partially overlap each other with greatest overlap at the inner 
edge of the detector to be able to form a conical surface with rectangular cells (see 
figure 2.16). This gives a stereo angle of 3.6 mrad between adjacent cells allowing the 
measurement of the polar angle of the muon. On both the outside and inside a layer 
of scintillation counters is installed.

The Barrel Muon Chambers (BMU) is a horizontal cylindrical barrel of CMP- 
like drift tubes and scintillators, shielded by the steel of the Run I toroid magnets. 
In addition there is a vertical pinwheel of scintillation counters on the endwall (1 < 
IT/! < 1.3) and two pinwheels (1.3 < \rj\ < 1.5, 1.5 < |T/| < 2) between the toroids for 
triggering. The BMU system will make it possible to trigger on forward muons, up 
to a pseudorapidity of 1.5, and to identify muons up to a pseudorapidity of 2. At the 
time the data used in this analysis was collected, there were noise problems in the 
chambers. BMU trigger have not been implemented yet and the BMU reconstruction 
software was still being developed. Therefore we do not use the BMU detector in this 
analysis.

Table 2.5 summarises essential properties of the CDF II muons systems. Figure 
2.17 shows the number of absorption lengths as a function of pseudorapidity averaged 
over azimuthal acceptance of the CMU, CMP and CMX systems.
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77 Coverage
Drift Tube Thickness (cm)
Drift Tube Width (cm)
Drift Tube Length (cm)
Maximum Drift Time (}is)
Number of Drift Tubes
Scintillator Thickness (cm)
Scintillator Width (cm)
Scintillator Length (cm)
Number of Counters
7i Interaction Lengths
Minimum Detectable PT (GeV/r)
Multiple Scattering

Resolution (cm GeV/p c)

CMU
0-0.6

2.68
6.35
226
0.8

2,304
—
—
—
—

5.5
1.4
19J. £1

CMP
0-0.6

2.5
15

640
1.4

1,074
2.5
30

320
269
7.8
2.2

1 ^lu

CMX
0.6- 1

2.5
15

180
1.4

2,208
1.5

30-40
180
324
6.2
1.4
1 ^-L«J

BMU
1-1.5

2.5
8.4
363
0.8

1,728
2.5
17

180
864

6.2 - 20
1.4-2

13-25

Table 2.5: Summary of properties of the CDF II muon systems. Pion interaction 
lengths and multiple scattering are computed at a reference angle of 0 = 90° in CMU 
and CMP, at 0 = 55° in CMX, and show the range of values for the BMU.

2.9 The Trigger System

With the current 36 bunches the Tevatron has a beam crossing rate of 2.5 MHz. At 
luminosities of order 1031 cm~2 s~ 1 there will be on average one interaction per beam 
crossing. The total cross section of proton-antiproton collisions is 75 mb, whereas 
interesting physics processes have cross sections of many orders of magnitude smaller. 
For example the cross section for bb is 100 (J.b. For B° —> J/ip 4> with J/i[> —>• M-+ |i~, 
(f) —>• K+ K~ it is 3.4 |ab, for top production it is 6 pb, and for Higgs production it is of 
order 1 pb. This translates into signal to background ratios of 1.3 x 10~ 3 , 4.5 x 10~ 5 , 
8 x 10~ n , and 1 x 10~n , respectively. The trigger has the important task to select 
efficiently the most interesting events, while keeping the accept rate lower than the 
rate data can be written to permanent storage. At CDF the maximum data storage 
rate is about 50 Hz.

The CDF trigger system has a three level architecture with each level providing a 
rate reduction sufficient to allow for processing in the next level with minimal dead- 
time. Figure 2.18 shows the three level pipelined and buffered trigger system, for the 
design goal of 132 ns bunch spacing, although the machine is currently running at 
396 ns. Level 1 uses programmable custom designed hardware to find physics ob­ 
jects based on a subset of the detector information and makes a decision based on 
simple counting of these objects. The latency of Level 1 is 5.5 |os to allow time for 
transmission and processing of the trigger signals to make the trigger decision. This 
requires each detector element to have local data buffering for the 14 beam crossings 
(at 396 ns separation) during the latency period. This is sufficient to average out the
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Dataflow of CDF "Deadtimeless" 
Trigger and DAQ

L1 Storage
Pipeline:
42 Clock 
Cycles Deep

L2 Buffers: 
4 Events

DAQ Buffers

RUN II TRIGGER SYSTEM
Detector Elements

Detector 7.6 MHz Crossing rate 
132 ns clock cycle

Levell:
trldder I 7-6 MHz Synchronous pipeline 

aM I 5544ns latency
<50 kHz Accept rate

. L1 Accept

L2 Accept

Level 2:
Asynchronous 2 stage pipeline 
~20}is latency 
300 Hz Accept Rale

L1+L2 rejection: 20.000:1

L3 Farm

Figure 2.18: Block diagram of the Figure 2.19: Block diagram of the 
three level pipelined and buffered trig- Run II trigger system, 
ger system. Each level provides a suf­ 
ficient rate reduction to permit pro­ 
cessing of the next level with minimal 
deadtime.

rate fluctuations and allow a 40 kHz Level 1 accept rate with < 10% deadtime for the 
anticipated 20 \Jis Level 2 processing time. If an event is accepted by the Level 1 trig­ 
ger, the front-end electronics move the data to one of four on-board Level 2 buffers. 
The Level 2 trigger uses custom hardware to do a limited event reconstruction which 
can be processed in programmable processors. All of the information used in the 
Level 1 decision is available to the Level 2 system, but with higher precision. In ad­ 
dition, data from the central calorimeter shower-maximum detector allows improved 
identification of electrons and photons. Jet reconstruction is provided by the Level 2 
cluster finder; secondary-vertex information is produced by the Silicon Vertex Tracker 
(SVT). The data acquisition system will allow the Level 2 trigger to accept as many 
as 300 events per second. A Level 2 accept initiates full detector readout for the 
event. The Trigger System Interface (TSI) and Clock systems synchronise the trigger 
and data acquisition systems. The Level 3 trigger uses the full detector resolutions to 
fully reconstruct events on a farm of about 250 Dual Pentium Linux Personal Com­ 
puters. The Level 3 reconstruction is very similar to the offline reconstruction code, 
and includes full three-dimensional track reconstruction and tight matching of tracks 
to calorimeter and muon-system information. The Level 3 accept rate is currently
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smaller than 50 Hz.
A trigger path is composed of a specific Level 1, Level 2, and Level 3 trigger. 

An event passes a specific trigger path if the specific requirements are met at each 
level. The dataset used for this analysis is taken with two different trigger paths: the 
so-called JPSI_CMU1.5_CMX2 and JPSI.CMUCMU1.5, both low-momentum J/\|> dimuon 
triggers. They are described later. In the following section we describe in more detail 
the Level 1 trigger, with emphasis on the requirements for the J/\|> dimuon trigger 
paths.

2.10 The Level 1 Trigger
Figure 2.19 shows a block diagram for the the trigger system. The input to the Level 1 
hardware comes from the calorimeters, tracking chamber and muon detectors. The 
decision to retain an event for further processing is based on the number and energies 
of electron, muon, and jet candidates, as well as missing transverse energy in the 
event. A Level 1 accept can also be generated based on the kinematic properties of 
observed track pairs.

The Level 1 hardware consists of three parallel synchronous processing streams 
which feed inputs into the single Global Level 1 decision unit. One stream finds 
calorimeter based objects, another finds muon objects, while the third finds tracks 
in the COT. Since the muon and electron triggers require the presence of a track 
pointing at the corresponding outer detector element, the tracks must be sent to the 
calorimeter and muon streams as well as the track-only stream. Up to 64 different 
streams can be formed using logical ANDs and ORs of objects from these streams. 
All elements of the Level 1 trigger are synchronised with the same 132 ns clock with 
a decision made every 396 ns by Global Level 1.

The goal of the Level 1 calorimeter (LI CAL) trigger is to trigger on electrons, 
photons, jets, total event transverse energy and missing transverse energy. It is 
described in detail elsewhere [59] and is irrelevant for our analysis.

The eXtremely Fast Tracker (XFT) is a trigger track processor that identifies 
charged tracks in the COT. This trigger is at the heart of much of the physics that 
CDF hopes to do in Run II. It is needed to identify high momentum leptons for 
top, electro-weak, and exotic physics. It is also needed to identify low-momentum 
charged tracks for B physics analyses, such as this thesis. The minimum track PT is 
1.5 GeV/c, and simply set by the fact that muons are stopped in the calorimeter for 
track momenta below this.

The XFT processor uses hit data from the four axial superlayers of the COT. A 
charged track passing through an axial superlayer will generate 12 hits of prompt 
and/or delayed data. The definition of a prompt or a delayed hit depends upon the 
maximum drift in the COT: 0 — 44 ns for a prompt, and 44-121 ns for a delayed hit. 
Track identification is accomplished in two processes by the Finder and the Linker.

The Finder searches for high-pT track segments in each of the four axial super- 
layers. To do this quickly, each COT superlayer is divided into groups of four cells
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each, with each group processed by a single Finder PLD 1 , which compares hit data 
to a predefined set of patterns. A track segment is defined by the cell and whether a 
prompt or delayed hit was generated in each of the 12 wire planes within a superlayer. 
A collection of the cell numbers and hit types for the 12 wires in an axial layer is 
called a mask. The mask will change depending on the (f) of the track, and its angle 
through the cell. The Finder works by comparing masks with all possible masks for 
tracks with PT > 1.5 GeV/c, which are stored in a hard-wired look-up table.

The Linker searches for a four-out-of-four match among segments in the four layers, 
consistent with a prompt high-p^ track. If no track is found, the Linker searches for 
a three-out-of-three match among segments in the innermost three layers. Figure 
2.20 illustrates this process. Each Linker module covers a 15° region of 0. There are 
12 Linker PLDs that search for the best track in a region of 1.25° in 0. The XFT 
therefore logically divides the COT into 288 segments, each covering 1.25°. One track 
is allowed per segment. Every 132 ns, data from all 288 segments are sent from the 
XFT to the XTRP.
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each layer is highlighted. trigger.

The performance of XFT tracking is described in [64]. Table 2.6 lists some prop­ 
erties of the XFT, measured by matching XFT tracks with offline tracks from 10 GeV 
Jet trigger data at Level 1.

The purpose of the Extrapolation Unit XTRP is to receive tracks from the 
XFT and distribute the tracks or information derived from the tracks to the Level 1 
and Level 2 trigger subsystems. After receiving the tracks from the XFT, signals

*PLD = Programmable Logic Device
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Efficiency 96% 
Fakes 3 % 
Momentum Threshold 1.5 GeY/r 
Momentum Resolution 1.7 Gey/c 
Angular Resolution____5.5 mrad

Table 2.6: XFT Performance measured from data [64],

are sent to the Level 1 Muon system (L1MUON), the Level 1 Calorimeter trigger 
(L1CAL), and the Level 1 Track Trigger (L1TRACK), as shown in figure 2.19. The 
tracks are also put into a pipeline and stored in Level 2 buffers upon receiving a Level 1 
accept . They are then sent to the Level 2 processor and the silicon vertex trigger 
(SVT). In the following we only describe the part of the XTRP which is relevant for 
this thesis: the extrapolation to the muon chambers.

The XFT track is extrapolated to the radii of the CMU and CMX chambers by 
means of look-up tables. Bits are set corresponding to 2.5° segmentation (matching 
the segmentation of the CMU), are set according to PT, </>, and amount of multiple 
scattering. These bits are sent to the L1MUON systems. Three separate PT thresholds 
are available. For this thesis, the lowest p? threshold of 1.5 GeV/c is used.

The Level 1 Muon Trigger (LI MUON) provides single and dimuon objects 
for the Level 1 trigger decision. There are 24 muon wedges each covering 15° in </>. 
In each CMU wedge, there are 12 muon stacks with four radially aligned layers per 
stack, and each stack covers about 1.25° in 0. In each CMX wedge, there are six muon 
stacks with eight radially aligned layers per stack, and each stack covers about 2.5° in 
(f). The sense wires in alternating layers are offset by known amounts. Therefore the 
drift velocity can be determined by comparing differences in drift time for alternating 
layers. In the CMU, the timing information read out from each adjacent pair of muon 
stacks is ORed, thus forming a 2.5° tower.

The Level 1 Muon Trigger starts from muon towers with at least one pair of hits 
from alternating layers in the muon chamber. These hits are combined to a trigger 
object called a muon stub. For the four layer CMU chambers, the pair of hits are 
required to be either from layer 0 and 2, or layer 1 and 3. For the eight layer CMX 
chambers, the combination of layers for hit pairs are (0,4), (1,5), (2,6), and (3,7). 
The stub timing window (AT < 396 ns), where AT is the calculated time difference 
between hits in two radially aligned wires in alternating layers, corresponds to a rough 
pT threshold cut of 1.5 GeV/c at the stub level.

Using look-up tables the XTRP projects XFT tracks with pT > 1.5 GeV/r (CMU) 
or PT > 2 GeV/r (CMX) into the muon chambers. In more detail, given PT, (f>sL6 2 and 
the charge of an XFT track and assuming that the track originates from the centre of 
the detector, the XTRP decides into which muon towers this track is likely to enter, 
multiple scattering and misalignment taken into account. The matching window is

as measured in superlayer 6 of the COT
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V/(3 • 2.5/pT GeV/c) 2 + 5 2 degrees in
A Level 1 muon trigger decision is formed when a match is found between a 

fired Level 1 muon tower and an XTRP projection of an XFT track into the same 
tower. There are 12 of these muon match boxes collecting primitives from the muon 
chambers and XTRP to make the L1MUON decision. Each match box covers two 
wedges or 30° in </>. Figure 2.21 pictures the data flow for the muon trigger. The trigger 
efficiencies are very high and dominated by the XFT efficiency. The plateau value of 
the single CMU Level 1 trigger efficiency was measured by [65] to be 0.977 ± 0.002, 
and 0.962 ± 0.003 for the CMX.

If the event has two XFT tracks matched to non-adjacent muon stubs, it is ac­ 
cepted by the dimuon trigger. There are two Level 1 dimuon triggers relevant 
for the dataset used in this thesis: The CMU-CMU with a momentum threshold of 
1.5 GeY/r, and CMU-CMX triggers with 1.5 GeV/c and 2 GeV/c, respectively. The 
trigger cross sections for those triggers are (1,000 ± 500) nb for CMU-CMU, and 
(300 ± 70) nb. The trigger efficiencies are flat over the J/\p PT range of 2 - 20 GeV/c 
with a value of about 90% (see [66]).

The Level 2 muon trigger boards are yet to be commissioned. Therefore the 
events passing Level 1 dimuon triggers are automatically passed through to Level 3. 
Level 3 uses full event information, and uses reconstruction software similar to offline 
reconstruction. For this reason we describe the Level 3 trigger requirements for the 
J/i|j triggers in chapter 3.6, after offline reconstruction has been explained.
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Chapter 3 

Reconstruction

This chapter gives a brief overview over the offline reconstruction of the physics 
objects relevant for this analysis: tracks with silicon information, muons in the CMU 
and CMX, and the beam line.

3.1 Track Parameterisation

Charged particles in a homogeneous magnetic field travel on a helix whose axis is 
parallel to the magnetic field. At CDF the direction of the magnetic field is in 
negative z direction, following the antiproton beam's direction from east to west. A 
helix can be described with six parameters: three to parameterise the circle in the xy 
plane and two for the straight line in the rz projection. We use the following track 
parameterisation [67]:

• Curvature C: The projection of the track helix onto the transverse plane is a 
circle of radius r. The signed track curvature is defined as C = g/(2r), where 
q = ±1 is the charge of the particle.

• Impact Parameter d0 : It is defined as [p A d] •£, where p is the unit vector in 
the direction of the particle, d the vector pointing from the primary interaction 
point to the point of closest approach. The unit vector in z direction is denoted 
by z. The absolute value |cfo| is simply the distance of closest approach to the 
interaction point.

• Azimuthal Angle </>Q: Azimuthal angle of the particle trajectory at the point 
of closest approach to the interaction point.

• cot 0: Cotangent of the angle 9 between the z axis and the momentum of the 
particle. Sometimes cot 0 is called A.

: Position along the z axis at the point of closest approach.
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3.2 COT Track Reconstruction
The COT hardware provides the drift time for each detected hit. In order to perform 
track reconstruction, this time measurement needs to be converted into a position 
measurement. Without corrections, a simple relation holds to relate the drift time t 
(time difference between wire signal and beam crossing) to the particle position:

X — X it V • twre

with xwire being the wire position and x the position in the local COT coordinate 
system. The drift velocity is denoted with v. There is a ± ambiguity as to which side 
of the wire the real particle passed. This ambiguity is resolved during track finding. 
In reality however, corrections are applied to account for field disuniformities and 
nonlinearities.

Segment Fitting

Once the position of COT hit candidates is known, the tracking algorithm scans 
each of the eight superlayers looking for line segments. These segments are used in 
subsequent steps, either as basic building blocks (in the Segment Linking algorithm) 
or as reconstruction seeds (in the Histogram Tracking algorithm).

Segment finding begins by looking for triplets of still unused, aligned hits belonging 
to consecutive layers. 1 Both possible choices of drift signs are taken into consideration 
for each hit. A list of candidate segments is formed by selecting the cases in which 
the central hit lies close enough to the midpoint of the external ones, and the overall 
slope a of the segment with respect to the radial direction is not too high.

Candidate segments are arranged in increasing order of |a| (so that high mo­ 
mentum tracks will be given precedence), and fitted to a straight line which is then 
extrapolated to the other layers of the superlayer. Then hits of adjacent layers which 
are close enough to the candidate segments are added, and the straight line fit recal­ 
culated. If for a given segment candidate, the number of wires without hit becomes 
bigger than the number of wires with a hit, the candidate is discarded.

Each COT hit only belongs to a single segment. In case a hit is shared between 
two different segments, it is assigned to the segment with the greater number of hits. 
The only exception to this rule applies to segments which lie entirely within a single 
cell. In this case, another valid segment ("ghost" segment) is obtained by flipping the 
drift sign of all the hits. Figure 3.1 illustrates the process of segment fitting. At the 
level of segment finding, the single hit resolution is about 240 [im.

Once segments are available, two different algorithms try to assemble them into 
tracks: the segment linking and histogram linking algorithm. Aiming for most efficient 
COT tracking, the track lists resulting from both algorithms are merged.

x The terms ce//, superlayer and layer give easily rise to confusion. A cell is the physical unit of 
12 sense wires, tilted by the Lorentz angle. The cells are arranged in 8 superlayers. A layer is the 
collection of wires located at a fixed radius. Each layer contains exactly one sense wire from each 
cell of the superlayer in which the layer is in. A straight track going through the fiducial volume of 
the detector sees 12 x 8 = 96 layers.
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a a

Figure 3.1: Segment with hits from Figure 3.2: Geometrical principle of
three adjacent cells. The wires are segment linking.
indicated by circles, hit positions by
crosses, and drift path by a short
line.

Segment Linking

The segment linking algorithm is done in two steps: at first, axial segments are 
joined in a 2D track; then, stereo segments and individual stereo hits are attached to 
each axial track. Axial segment linking is based on the simple geometry of segments 
belonging to the same track. Figure 3.2 shows that two segments are tangent to the 
same circumference when forming equal angles a with the line that connects their 
central points.

The algorithm starts taking the outermost axial superlayer's segments as seeds. 
Each outer segment is extrapolated toward the beam pipe, assuming that the track 
had a null impact parameter. This defines a region in the inner superlayers, in which 
other axial segments are looked for. All axial segments of the inner superlayers within 
this region are then compared to the current outer segments, as shown in figure 3.2. 
After segment linking for axial segments, the found axial hits are fitted to circles 
in the transverse plane. Then, stereo segments are linked to axial tracks. In case 
stereo segment linking fails to find a match on some superlayer, single stereo hits are 
matched to the track.

Histogram Linking

The histogram linking process starts from a given so-called "telescope", in our case 
a single axial segment. A histogram is constructed for each of the layers that could 
contain hits belonging to the track. Each histogram is filled with the log-likelihood 
(as a function of track curvature) that the telescope track, shifted by an appropriate 
distance, might pass through a hit belonging to the current layer. All the histograms 
are then summed together. Ideally, all the contributions due to hits belonging to the 
same telescope track should have the same curvature. This results in a sharp peak 
in the sum histogram. By looking for this peak, it is possible to determine the set of 
hits that are best aligned to the telescope. It is worth noting that the choice of hits 
assigned to a track only depends on the sum of all contributions, not on the order in 
which these contributions are provided.
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3.3 Outside-In Silicon Tracking
The outside-in tracking algorithms [68] take advantage of the excellent COT pattern 
recognition, by using COT tracks as seeds. The high spatial resolution of the silicon 
is deployed by progressively adding silicon hits to the track. Since the z resolution of 
the COT is about an order of magnitude worse than the r</> resolution, stereo linking 
of COT to silicon is much more challenging and needs special care. For this reason 
it is necessary to separate the z from the r</> coordinates. Two outside-in tracking 
strategies are currently used at CDF: outside-in tracking in the r</> plane and 
outside-in z tracking in all three dimensions. Outside-in tracking requires an 
excellent alignment between COT and silicon detectors and the COT error matrices 
properly calculated.

Given a COT track the algorithms progressively search inwards for silicon hits. 
At each sensor they add silicon hits that lie in a 4 a road around the track-sensor 
intersection point. The track error matrix is propagated to the intersection point 
and takes energy loss due to multiple scattering in the silicon layers into account. A 
new track candidate is generated for each hit in the road. The track itself is also 
included in case the true hit is missing. Only the two candidates with the greatest 
number of silicon hits found so far are extrapolated to the next layer of silicon, where 
the procedure is repeated. At the end of this process the candidate with the largest 
number of silicon layers is chosen to be the best candidate. For the outside-in z 
tracking stereo hits are added in a similar fashion.

Silicon Standalone Tracking

The basic idea of picking up silicon hits in the Standalone tracking [69] is similar 
to the outside-in tracking. The significant difference is that the seed tracks have to 
be obtained first. In case of outside-in tracking there are the COT tracks. For the 
Standalone tracking they have to be constructed from the hits in the silicon. The 
drift chamber is at larger radii than the silicon tracker, resulting in a lower relative 
track density. Tracks in the COT are more isolated which leads to less combinatorics 
for the track reconstruction. Thus tracking in the COT is much purer and faster 
than in the silicon. For the outside-in tracking there are up to 200 COT seed tracks 
depending on event type, and an outside-in track is expected for most of them. For 
the Standalone tracking there are up to 50 000 seed tracks and only a few of them are 
real tracks. The major problem of the Silicon Standalone strategy is to distinguish 
between real and fake seed tracks. For this reason the Standalone tracking is only 
run on the remaining unused hits after outside-in tracking has been performed. Thus 
the main purpose of the algorithm is to find tracks in the forward region 1 < \rj\ < 2, 
where four SAS layers are located.

Seed tracks are required to have two out of four stereo hits. In addition the two 
stereo hits have to be consistent in <j> within A0 = ±7r/20. This corresponds to a 
weak cut on transverse momentum pT > 100 MeV/c. The straight line in the rz 
plane has to be consistent with one of the primary vertices found by the pre-tracking 
primary vertex finder [70] within ±5 cm. The pattern recognition step is similar to
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Track Parameter Error Scale Factor
cote x/l+ Q.580/Q4-sin3 6>)

f 0.653/04-sin3 (9)
C y/l + 5.33/4

f 3.01/4
y/1 + 3.70/p^

Table 3.1: COT track parameter error scaling factors. Transverse momentum PT is 
assumed to be in unit of GeV/r.

the outside-in tracking and is performed for one track candidate after another. Once 
a track is accepted, its hits are flagged as already used. The list of track candidates 
is sorted according to a ranking criterion which combines PT and hit pattern criteria 
in a way that the candidates which are trusted most are being processed first.

3.4 Tracking Corrections
There are two levels of different offline track quality. The first level is the standard 
CDF reconstruction, which uses a fixed version of alignment, and calculates the energy 
loss corrections assuming a pion hypothesis using the GEANT geometry description. 
These tracks are used for a rather loose pre-selection of the decay modes under study, 
and efficiency losses due to the track quality of that level cannot be recovered by 
subsequent corrections.

It was found [71] that the track covariance matrix of the COT reconstruction 
is underestimated and shows a PT and 0 dependence. It is therefore scaled to the 
correct value, implementing parameterised effects of multiple scattering in the COT 
as measured in a GEANT simulation study. The used error scale factors are listed in 
table 3.1.

After the pre-selection, for every candidate the particle hypothesis is known, i. e. 
whether we assume the track comes from a TT, K, or \i. The silicon tracking algorithm 
is performed again under the new particle hypothesis to take into account the energy 
loss, which is particle type specific. This time two additional corrections are applied: 
missing material in the geometry description, and a corrected value for the magnetic 
field. In addition the latest silicon alignment constants are used. These two correc­ 
tions come from a calibration to the observed J/4> -> |LL+ M.~ signal [72], [73]. Figure 
3.3 shows how this calibration was performed. Each data point is the fitted J/\J> mass 
for different bins in PT and different stages of corrections. In the mass fit special care 
is taken to include the small but significant radiative tail in order to determine the 
J/4> mass correctly. The lowest curve is the J/iJ; mass without energy loss correc­ 
tions. A significant shift from the PDG value [12] raj/,/, = (3096.87 ± 0.04)MeY/r2 
and a linear PT dependence is visible. The second curve includes energy loss correc­ 
tions under \i hypothesis and is therefore shifted to higher masses and is less steep.
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Figure 3.3: The J/\J) mass as a function of its PT- Four versions of the data are shown: 
The raw mass with only the radiative bias correction is the lowest and steepest set 
of points, above which the mass after nominal energy loss corrections have been 
included. The flat points above are the result after energy loss corrections, where a 
small additional layer has been added to the nominal material model. The top set of 
points is the final results after magnetic field corrections and energy loss corrections 
are applied.

A particle's energy loss is almost constant at high momenta. This implies that the 
relative effect becomes smaller as the momentum of the particle increases - therefore 
the J/4> mass rises with PT when energy loss has not been fully accounted for. The 
remaining pT dependence is attributed to missing material in the geometry descrip­ 
tion of the detector, which is known to be accurate up to about 20%. An additional 
phantom layer of silicon is added ad hoc to the geometry description at a radius of 
34 cm to account for the missing material in an average manner. At the somewhat 
arbitrarily chosen radius of 34 cm the geometry description allows the inclusion of the 
additional layer. Its thickness is tuned to make the J/iJ) mass flat in PT- This gives a 
thickness of 0.25 cm, corresponding to an 11 % under-estimation of present material. 
The third curve shows the J/ij> mass after this correction has been performed. Figure 
3.4 shows the energy loss of all muons in the J/\|) sample, before and after including 
the additional material layer. The remaining discrepancy between the measured J/\[> 
mass and the PDG value questions the correct knowledge of the overall magnetic field 
scale. The magnetic field was found to be stable in time and field non-uniformities 
are taken care of in track reconstruction. Increasing the nominal magnetic field from 
1.41160 T to 1.41394 T shifts the J/\p mass to the PDG value. The credibility of this 
correction is backed up by mass measurements of other particles, such as KS and D 
mesons on the lower mass scale, and T on the higher mass scale. All these masses 
agree with their PDG value after the magnetic field correction has been applied.
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Figure 3.4: Energy loss of all muons in the J/ij; sample. The average energy loss 
is 9 MeY without additional corrections and 10.2 MeV after including an additional 
layer of missing material of thickness 0.25 cm.

Tracking Performance

Figure 3.5 shows the calculated errors on PT, </>o, zo and dQ for silicon outside-in tracks, 
where silicon stereo hits, Layer 00 and ISL hits have been dropped. This was done 
to obtain tracks similar to the ones used in the subsequent analysis. For the same 
purpose we require more than two silicon r$ hits, pT > I GeV/c, |z0 | < 50 cm, and 
1771 < 1. The errors include all the corrections mentioned above. The green (grey) 
solid histogram is for the outside-in tracks and the black non-solid histogram is for 
its parent COT track. It can be seen that the PT and ZQ resolution are due to the 
performance of the COT and not much improved by silicon information (remember 
that silicon stereo information is not considered). The </>o resolution improves with 
silicon information by a factor of roughly four, whereas the dQ resolution improves 
dramatically. The impact parameter resolution of high momentum tracks has been 
independently measured to be (23 ± 3) [im [63] from back-to-back tracks from Z° —>• 
|a+ MT. This is in agreement with the dQ error distribution, where the high transverse 
momentum tracks indeed populate the high resolution tail.

3.5 Muon Reconstruction
A muon passing through one of the muon detectors will leave hits in the drift chamber 
layers. A short reconstructed track in the muon detectors is called a muon stub. 
It is required to have hits in at least 3 chambers. A muon candidate is formed by 
linking a stub to a track from the tracking detectors.
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Figure 3.5: Errors of track parameters (green/grey solid histogram) for outside-in 
silicon tracks with at least three silicon hits in r0, stereo hits dropped, PT > iGeV/c, 
\ZQ < 50 cm, and \rj\ < 1. The black non-solid histogram is for the parent COT track. 
The d0 error for the COT parent track was scaled by a factor of 1/10.

The algorithms for stub finding are the same for CMU and CMP. The geometry 
of the CMX detector requires a more refined algorithm, which is based on the same 
basic ideas. For this reason we only describe the CMU/CMP stub finding algorithm 
and refer to [74] for more information on the CMX algorithm.

The stub finding algorithm loops over appropriate-sized regions (wedges for the 
CMU, regions for the CMP). In each region, the finder counts the number of hits, 
and the number of layers that have hits on them. Regions with fewer than three hits 
are not considered. Once the finder has chosen a region to search for stubs, it forms 
four vectors of hits, one for each detector layer, containing all the hits in that region 
and layer. The finder examines all pairs of hits taken from layers 0 and 2 that are 
within a specified distance from each other in x (7.5 cm for CMU, 12 cm for CMP). 
After that it looks for hits in layers 1 and 3 that are in a specified road (0.5 cm for 
CMU, 1.5 cm for CMP) around the assumed position, assuming a linear muon stub 
without any drift model applied. All possible combinations of hits are considered.

For each of these stub candidates a fit is performed, assuming a specific drift 
model. Figure 3.6 pictures the simple geometry of the drift model used. The stubs 
are then ranked by their number of hits and \ 2 of residuals - the distances between 
hit position and reconstructed muon stub, along the wire planes. Figure 3.7 shows 
a simplified example of a muon stub, with residuals drawn as dashed lines. Lower- 
ranking duplicates are removed.

The track-stub linking algorithm attempts to use the reconstructed stubs to
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Chambers

Figure 3.6: Simple linear and radial Figure 3.7: Muon stub reconstructed
geometry of the muon drift model for in the CMU chambers. The drift dis-
one muon drift chamber. tances are drawn as dashed lines.

identify which tracks (reconstructed in the SVX, COT, or both) are most likely to 
belong to muons. This is done by extrapolating the tracks to the stubs, through 
the inhomogeneous magnetic field and dense material, and seeing whether they are 
close to each other. For this two matching variables are used: Ax and ztrack- Ax 
is the distance in r(j> between the stub and extrapolated track, whereas ztrack is the 
z coordinate of the extrapolated track at the muon detector. There is the option of 
either cutting directly on Ax or on the x2 of the fit used in the matching procedure. 
Table 3.5 lists the imposed track quality cuts and track-stub matching criteria. No 
minimum ionising selection criteria are imposed to form a muon candidate.

Track Quality
PT
Number of axial COT hits

N

> 1.3 GeV/c
> 10

< 6 cm
< 200 cm

Track Stub Matching 
CMU CMP CMX

Ax (cm)
\Ztrack\ (cm)
Track and stub in same 
detector half

<30
z< 250

yes, unless
z < 20 cm

<60 <50
z < 330 325 < z < 550

yes yes

Table 3.2: Track-stub matching criteria for CMU, CMP and CMX.
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There are a lot of hadrons in the events, that can mimic a muon, either by so-called 
"punch-through" or "decay-in-flight". Punch-through occurs when a hadron does not 
get stopped in the hadron calorimeter or particles from the hadron shower reach the 
muon chambers and fake a muon. On the other hand there are real muons from 
decays of pions and kaons. Since those muons do not come from the main process 
under study, they are considered background muons as well. The muon fake-rate of 
single low-pr muons is on the order of 50% [75], but a detailed study has yet to be 
done. In our case we require two muons to be consistent with a J/i[), which reduces 
the fake-rate by a large factor (see chapter 4.1). The offline muon reconstruction 
efficiency for fiducial low PT muons is measured from data (J/i|^ events) to be well 
above 95% [76].

3.6 The J/\p Dimuon Triggers

We use a dataset that passes one of two different J/\p dimuon trigger paths:

JPSI_CMUCMU1 . 5 and JPSI_CMU1 . 5_CMX2.

They both require two muons: two muons in the CMU for JPSI_CMUCMU1.5, and one 
in the CMU and one in the CMX for JPSI_CMU1 .5_CMX2. The momentum threshold 
for CMU muons is 1.5 GeV/c and 2 GeV/c for CMX muons. At Level 1 two XFT 
tracks with p? above the momentum threshold are required, matching low PT muon 
stubs in the CMU and/or CMX. Tracks which pass within 1.5 cm of the centre of 
the COT wire planes in any of the four axial layers are excluded. Also, due to a 
problem in a specific muon matchbox, muon stubs that fall in the range 240° to 270° 
are excluded. Since the Level 2 muon trigger boards are yet to be commissioned, 
Level 2 passes events through to Level 3, where fully reconstructed tracks and muons 
are available in offline quality as described in the previous chapter. Table 3.3 lists all 
cuts applied at Level 3 and table 3.4 shows the trigger cross sections measured from 
data.

Variable CMU1.5 CMX2.0
Charge Product q([ii) - q(\^i) -1

-20(^2)! < 5 cm 
2 ) < 130° 

Mass Window (GeV/c2 ) 2.7 < Mfav*) < 4.0 
PrMcor Threshold > 1.5 GeV/c > 2 GeV/r 
Stub-Track Match Ax _______ < 30 cm < 50 cm

Table 3.3: Level 3 cuts for the J/ij) triggers.



3.7 The Luminous Region 65

_________JPSI-CMUCMU1.5 JPSI.CMUl.5.CMX2 
Level 1 (nb) 1,000 ±500 300 ± 70 
Level 3 (nb) 32.2 ± 6.4______8.0 ±1.6

Table 3.4: Measured J/4> trigger cross sections.

3.7 The Luminous Region
The beam profile is determined by finding the interaction vertex (vertices) for each 
event of a given run [77]. The iterative algorithm performs a fit of all silicon tracks to 
a common vertex. For silicon inside-out tracks at least 4 silicon r</> hits, and for silicon 
stand-alone tracks at least 5 r$ and 2 stereo hits are required. In each iteration cycle 
the track with the highest x2 contribution greater than 16 is removed. The vertex fit 
is repeated until all the remaining tracks give a x2 contribution of less than 16.

The transverse profile of the luminous region at CDF can be described by Gaussian 
functions in x and y. The means of these Gaussians define the beam position. The 
widths vary along the length of the interaction region due to the beam focusing. 
Typically the beam position is around (x,y) = (—2,5) mm and tilted by about 
0.6 mrad in x and 0.2 mrad in y. The typical width is about 30 um in the central 
region and tends to grow with z\. In our analysis we treat the beam width as constant 
in z and study variations of z as systematic effects. In z the luminous region can be 
described by a Gaussian with mean at nought and a width of 25 cm.

The beam positions and profile are calculated and stored on a run by run basis. 
For most runs the beam position does not change during a run. There are a few 
long runs identified to have a beam position changing slowly in time by a few um. 
For them the beam position is calculated for small enough sections, where the beam 
position is quasi-stable in time.

The option of using an event-by-event interaction vertex rather than a run-aver­ 
aged beam position is not considered. Events from bb are of fairly low multiplicity. 
After removing displaced tracks from b events it is not clear that enough prompt 
tracks remain in the event to ensure interaction vertex finding with high efficiency and 
better spatial resolution than from the run-averaged approach. Also tracks coming 
from the opposite B hadron might bias the interaction vertex away from the B meson 
of study.

Figure 3.8 shows for a particular run the impact parameter of all tracks with 
PT > 1.5GeV/c and at least three rcf) silicon hits. The impact parameter is calculated 
with respect to the beam line. The left plot shows no (f>Q dependence, which would be 
expected in case of an offset beam line. On the right the impact parameter distribution 
is overlaid with a fit of two Gaussians plus flat background (x2 /ndof = 1-03). A 
fraction of about 0.65 is contained in a Gaussian with a = 42.1 um. This resolution 
includes a 30 urn beam width uncertainty. Therefore the intrinsic impact parameter 
resolution is about 33 um.

In this chapter we have shown the principles and performance of track and muon
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Figure 3.8: Impact parameter distributions with respect to the measured beam line.

reconstruction. We can reconstruct tracks with PT > 0.4 GeV/c and muons with 
1.5 GeV/c. The silicon systems provides an excellent impact resolution resolution of 
42 |-im, which will be necessary for a lifetime measurement of B mesons. The J/i|> 
dimuon trigger performs well, and in chapter 4 we will see that they collect a sample 
which contains Bu , Bd and Bs mesons.



Chapter 4 

Selection of J/\\)

In this chapter we describe the selection of the decay mode B° —>• J/T|> 4>, as well 
as of the similar higher statistics modes Bj —>• J/4> K^1 and B° —>• J/\J) K*°. The 
selection procedure should neither select candidates of different proper decay times 
with varying efficiency, nor should it prefer statistical upward fluctuations in the 
signal-to-background ratio. For this reason it is important to ensure that the selection 
procedure is done in an unbiased way.

We first describe the basic track and muon selection cuts, which guarantee a 
sample of reasonably well and controlled measured candidates. For each track the 
4-momentum p for the given particle hypothesis is inferred from the measured 3- 
momentum p by assuming its mass to be its current world average m [12]:

p = (^/m2 +p2 , p) (4.1)

In search for B candidates we perform nested loops (3-fold for Bu , 4-fold for B^ and 
Bs ) over all tracks, apply the appropriate charge requirements and check for double- 
counting of tracks. Invariant masses of intermediate resonances or the B meson are 
calculated from the sum of all track 4-momenta. A vertex fit is applied and required 
to converge for each intermediate resonance stage and for the B meson candidate.

The actual physics cuts to extract the signal from background are described in 
later sections. They are kept as simple as possible and are transverse momentum cuts 
on the B meson and non-J/ij> component, as well as a cut on the vertex fit quality.

4.1 Common Selection Cuts
Track Selection

To ensure minimal track quality without big efficiency loss we only consider tracks 
which have at least 20 axial, 16 stereo COT hits and a transverse momentum PT > 
0.4 GeV/c. For a lifetime measurement precise vertex reconstruction is crucial. Thus 
we require all tracks to have at least 3 SVX r</> hits. After this first pre-selection 
we reapply the silicon fit algorithm including the tracking corrections mentioned in 
the previous chapter. In the refitting process we do not consider hits in the ISL and
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Layer 00, because corresponding sub-detectors are not yet understood to a degree 
needed for this analysis. Also dropped are SVX 90° and small-angle-stereo hits. 
Keeping these hits does not directly contribute to the quality of the lifetime analysis, 
which is performed in the r</> plane only.

Muon Selection

For this analysis muon candidates only with stubs in the CMU or CMX are used. 
Muons involving CMU stubs are required to have a matching x2 < 9 between the 
extrapolated track and the stub. No matching requirements are made for muon 
candidates with CMX stubs. The PT of the track associated with the muon must be 
larger than 1.5 GeY/r. This cut re-implements the CMU1 . 5 trigger cut for the dimuon 
trigger.

J/\|> Selection

The J/4> selection is based on the muon selection just described. A J/iJ; candidate 
is made up of two oppositely charged muons. The invariant mass of the two muons 
is calculated by fitting their tracks to a common vertex as described in appendix C. 
The vertex fit must converge for the candidate to be considered further. No x2 cut is 
applied. Only candidates in a mass window of ±80 MeV/c2 around the nominal J/i|> 
mass of 3.09687 GeV/c2 are kept.

Figure 4.1 shows the dimuon mass spectrum around the J/\Jj mass. A single 
Gaussian with a first order polynomial is used as a crude estimate of yield and mass 
resolution, although the fit is obviously not satisfactory. At masses below the peak 
we identify a radiative tail which shifts the fit mass to too small values. In addition 
we see that one Gaussian is insufficient in describing the average mass resolution.

To first order we get 1,040,000 J/i|> candidates, with an average mass resolution of 
am = 15.5 MeV/c2 . The signal-to-background-ratio is 5.4 in ±3crm around the world 
average J/i|> mass [12], which is indicated by a vertical line at mass 3.09687 GeV/c2 .

Transverse Decay Length Lxy

In an ideal situation the decay length in the xy plane would be the distance in the 
laboratory frame between the primary interaction point and the decay point of the 
B meson. The existence of measurement uncertainties and mis-reconstruction intro­ 
duces unphysical situations where the decay vertex vector and the reconstructed B 
meson momentum are not parallel and sometimes even of opposite direction. Intro­ 
ducing a signed transverse decay length 1 Lxy as defined in figure 4.2 - the projection 
of the decay vertex vector onto the B meson direction - incorporates these unphysical 
cases in a natural way.

Figure 4.3 shows the measured decay length Lxy of the J/i|> candidates. We expect 
the peak at nought to come from prompt background and prompt J/i|>. In order to 
get a rough estimate on the Lxy resolution, a Gaussian fit in the range of ±100

1 We will refer to it often as just "decay length"
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Figure 4.1: J/ip mass spectrum fitted with a single Gaussian and first order polyno­ 
mial.

around nought is overlaid, resulting in an average resolution of 58 (am (beam width 
included). As every event contributes with an individual resolution rather than a 
fixed resolution we do not expect our simple model to describe the data perfectly. We 
also see negative and positive tails as expected from mis-reconstruction and a long 
positive tail as expected from secondary J/ij> coming from B decays.

For a lifetime measurement we would like the decay length of B candidates to be 
reasonably well measured. Therefore we require a maximum value of the error <Jixy 
on the decay length. For the 4-prong vertices (Bjj —> J/\|) K*° and B° —>• J/\J; c|)) we 
require aixy < 100 (am. The 3-prong Bj —>• J/\J; K± vertex is on average of lower 
quality than the 4-prong vertices. It turns out that we reject quite some signal with 
a cut value of 100 (am. For that reason we loosen the cut to 150 (am in order to be 
more efficient.

Transverse Momentum Cuts

The most simple and effective quality cuts to suppress background are cuts on the 
total B meson transverse momentum and the non-J/ij> transverse momentum. The
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cut values are chosen in an unbiased way to minimise the statistical error on the 
background subtracted signal. For our lifetime measurement we consider long-lived 
candidates as signal, i.e. candidates with a proper decay length ct larger than our 
resolution (about 60 M-m). In appendix B we describe in more detail the optimisation 
procedure and the choice of the actual cut values: ]>r(non-J/\|)) > 2 GeV/c and 
PT(B) > 6.5 GeV/c. We use the same cuts for all three decay modes, because 
kinematics and backgrounds are similar and a comparison can be done more easily 
when kinematic cuts are kept the same.

Vertex Fit Quality

The three decay modes B± -> J/\|> K± , Bj ->• J/i|) K*° and B° ->> J/iJ; $ all have in 
common a one-vertex decay topology with 3, 4, and 4 tracks, respectively. We fit the 
candidate tracks to a common vertex with an algorithm described in Appendix C. 
Because the natural width (87 keV/c2 ) of the J/4> is much smaller than our J/\J) mass 
resolution (15 MeV/c2 ), we improve our B meson mass resolution by constraining the 
mass of the muon pair to 3.09687 GeV/c2 . We do not require the resulting B meson 
momentum to point back to the primary vertex, because it may bias the decay time 
distribution.

Since silicon z hits are not considered in this analysis, we vertex effectively only 
in the r(j> plane. Therefore the B vertex quality is controlled by a cut not on the total 
X2 but only on the Xr0 contribution returned by the vertex fit. The corresponding 
number of degrees of freedom for an effective vertex fit in the r<f> plane is nirks — 2 + 1.

Figure 4.4 shows the x% distribution for Bj —> J/\|> K* for sideband subtracted 
data and simulation. See appendix B for details on the simulation and background 
subtraction. We notice an excess of simulation at low x2 values, but overall rather
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Figure 4.4: Distribution of x% f°r Bj —> J/4> K± data (sideband subtracted) and 
simulation.

good agreement. To see how this distribution corresponds to a x2 distribution with 
four degrees of freedom, we translate the x2 mto upper tail probability2 (or vertex 
fit x2 probability), which we expect to be flat.

Figure 4.5 shows the vertex fit probability in a linear and logarithmic scale. The 
distribution (left) with a linear x scale is rather flat as it should be, though a slight 
negative slope is visible, which could indicate that the track errors are overestimated. 
Also a big peak is visible at x2 probabilities very close to nought. This feature is not 
understood. Simulation follows the same trends as data, only the peak at nought is 
lower. It is interesting to see that there is quite a significant fraction of signal at very 
low x2 probabilities.

The distribution on the right shows the logarithm of the vertex fit x2 probability. 
The first bin artificially acts as underflow bin, i.e. contains the entries less than minus 
four as well. We see that there is a significant fraction of the signal at extremely low 
values of the vertex fit x2 probability.

A cut on the x?0 (or vertex fit x2 probability) should be subject to a signal 
optimisation procedure based on a formal optimisation of S2 /(S+B) using simulation. 
Such an optimisation leads to extremely small x2 probabilities (below 10~5 ) as cut 
values [93]. While it may be true that one achieves a net gain in effective statistics 
of the signal by cutting so loosely, we are uncomfortable about relying upon an Lxy 
distribution derived from such unreasonably improbable vertex fits. Most earlier 
CDF analyses [43], [78], [51], [79] use either 0.1% or 1% cuts, which seem to be 
conservatively sensible choices. We choose the lower value of 0.1% that allows us

2 —
00

— J dtf(t) with /(£) being the x2 distribution for n^o/ degrees of freedom.
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Figure 4.5: Distributions of the vertex fit x2 probability in a linear and logarithmic 
scale for Bj —>• J/\J> K± data (sideband subtracted) and simulation.

Decay
BU ->• J/
Bd ->• J/
B° -+ J/

ndof
'\|) K± 2
4> K*° 3
\l> 4> 3

Maximum x2^
13.82
16.27
16.27

Table 4.1: Cut values on x2^ corresponding to a vertex fit x2 probability of 0.1 % for 
different decay topologies.

to be more efficient with the knowledge that the vertex fit x2 scale cannot be taken 
literally in the first place. It is important to notice that the choice of the cut is 
unbiased. An additional discussion of the vertex quality cut is done in the section on 
systematic uncertainties. Table 4.1 shows for each decay mode the number of degrees 
of freedom along with the x2^ cut values that correspond to a vertex fit x2 probability 
cut of 0.1%.

Multiple B Candidates

In the case of multiple B candidates in the same event all of them are kept so that 
the true one is not discarded. Keeping multiple candidates should not bias the life­ 
time result, because the background model of the lifetime fit will parameterise these 
candidates in positive exponential tails (see 5). The size of this contribution is found 
to be 2.2 %, 20.3 %, and 1.3 %, respectively for B± -> J/\p K± , B° -> J/i|; K*°, and 
B£ ->> J/\p (j). It is a small effect for Bj -> J/4> K± and B° ->• J/\|> cj). The big value 
for B[J —> J/x[) K*° comes from the ambiguity of particle mass assignment to the decay 
K*° —>• K± TTT . In case two Bj —>• J/4* K*° candidates have the opposite KTT mass
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Description Requirement
Number of COT axial hits
Number of COT stereo hits > 16
Number of SI rcj) hits > 3_________ _______________ 
Muon momentum PT(M± ) > 1-5 GeV/r 
Track-to-stub matching for muons

with CMU stub ____________ y 2 < 9.0 ____________ 
Two oppositely charged muons
J/\|) mass window ___________ (3096.87 ± 80) MeV/c2 
Non-J/oJ) momentum p^(non-J/i|)) > 2.0 GeV/c 
B momentum ______________ pT (B) > 6.5 GeV/c _____ 
B vertex quality Prob(x^) > 0.1% 
Beamline ________________ Measured with SVX tracks

Table 4.2: Summary of quality cuts applied at different stages of the analyses. These 
cuts are common to all three decay modes considered.

assignment, the candidate whose KTT mass is closer to the world average K*° mass is 
chosen, the other one discarded. This measure reduces the number of duplicates to 
3.0%. Effects of this procedure on the lifetime measurement will be studied in more 
detail later.

Beam Position Measurement

We only take candidates from runs for which the SVX beam position has been mea­ 
sured. SVX beamlines that are known to be incorrect are not used. The beam 
position in the xy plane is calculated as the point on the beamline with the z coor­ 
dinate given by the mean z of the B vertex. This is a good enough approximation 
since beam slopes are very small (typically of the order of a few tenths mrad) and 
the contribution to the uncertainty of Lxy is negligible compared to the transverse 
size of the beam (typically <jx = ay = 30 [im at small z and ax = <jy — 35 \im at 
z = 100 cm). In addition no lifetime bias is introduced by this procedure due to 
(approximate) cylindrical symmetry and measuring in the rcf) plane only. If the beam 
spot size is not available, 3 a size of 30 |j.m in x and y is assumed.

Summary

Table 4.2 summarises all common cuts to the three decay modes.
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Figure 4.6: Invariant mass spectrum Figure 4.7: Same for candidates with 
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4.2 Selection of B± -> K±

Figure 4.6 shows the invariant mass spectrum of candidates surviving the cuts men­ 
tioned above. Overlaid is a simple fit of a Gaussian plus a linear function to get an 
estimate of the peak position, experimental width and signal yield. We see about 
1,470 Bu candidates above background. The x2 per degree of freedom is 1.60. This 
low fit quality comes from deviations from mainly two bins. Studying these two bins 
in more details has not revealed anything peculiar. Neither do the events have an 
excess of a certain run number nor direction. Statistical fluctuations of this order are 
very unlikely. Also there is no reason to believe that the background description is 
inadequate and we do not see any broad bumps that would arise from reflections.

In ±40 MeV/c2 around the peak position we have a signal-to-background ratio of 
0.39. The regions in which the signal-to-background ratio is estimated is indicated 
dark grey (green) for the signal, and light grey (yellow) for the background. The 
width of the peak is about 14 MeV/c2 and is purely due to experimental resolution. 
The short line on the x-axis indicates the current world average value of the Bu mass 
of (5.2790 ± 0.0005) GeV/c2 [12].

Figure 4.7 shows the same with an additional cut of Lxy > 100 [im. This cut 
improves the signal-to-background ratio to about 2 without losing much signal. It 
demonstrates that most of the Bu candidates are long-lived.

We have chosen the mass window to be from 5,155 MeV/c2 to 5,405 MeV/c2 . 
The lower bound is to remove partially reconstructed B decays like Bj — > J/ip

and E°d -> J/\p K*° (K*° ->> Those decays have branching
ratios larger or similar to Bj — > J/\|> K*, and once the pion is missed they distort 
our mass background shape and will also contribute to the long-lived background 
component in the proper decay time distribution. Since they enter our mass spectrum 
below m(B+/°) — m^, a cut of m > 5.155 GeV/c2 effectively removes them.

3 Due to technical problems filling the database.
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Figure 4.8: Each line shows the impact of each cut for Bj -> J/ij) K^. when all the 
other cuts have already been applied. The left plot shows the distribution of the cut 
quantity, while the right picture contains invariant mass histograms of candidates 
without cut, with cut and those being rejected.
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The impact of each cut can be studied by applying all other cuts first and then 
look at the mass distribution before 1 and after the cut, as well as the mass distribution 
of rejected candidates. Figure 4.8 shows for each selection cut the distribution of the 
cut quantity on the left, and the B u mass distribution without the cut, with the cut, 
and of the rejected candidates. We see that the transverse momentum and vertex 
quality cuts are very powerful. The cut on the decay length error does not have much 
impact. Also the mass distribution of rejected candidates is flat for the a(Lxy ] and 
vertex quality cuts, which indicates that very little signal is rejected by these cuts. 
For the transverse momentum cuts we see an indication that we reject some signal, 
but the large gain in purity justifies the inefficiencies.

4.3 Selection of B° -> J/ip K*°
We select K*° mesons in their decay to K±7tf . All oppositely charged track pairs 
passing our track quality requirements are fitted to a common vertex under the Kn 
particle hypothesis. We do not use particle identification, as dE/dx reconstruction is 
not yet in a state where we could use it, and the track momenta are too high for the 
particle identification capabilities of the time-of-flight system (see chapter 2.5).

We require the vertex fit to converge and the fitted mass to be in a window of 
±80 MeV/c2 around the true mass of 896.10 MeV/c2 . Each track pair (ti, t2 ) is likely 
to pass these requirements for both mass assignments, (K, n) and (n, K). In case two 
Bd candidates have opposite Kn mass assignment, we chose the one whose K*° mass 
is closer to the current world average [12]. We discard the other candidate. Such a 
choice is known to be wrong in several percent of the cases, with some effect on the 
mass spectrum shape, but no significant effect on the lifetime. We shall discuss this 
issue in chapter 6 in more detail. The mass resolution of the K*° will smaller than 
the natural width of the K*°, which is (50.7 ±0.6) MeV/c2 [12]. Therefore we do not 
constrain the Kn mass to the world average K*° mass in our final vertex fit.

Figure 4.9 shows the invariant mass spectrum of all K*° candidates and of K*° can­ 
didates from Bd decays. The upper histogram shows all candidates with pr(K*°) > 
2 GeV/r and converging vertex fit. No signal can be seen due to huge combinato­ 
rial background. The lower histogram on the other hand shows the K*° candidates 
only for Bd candidates with the additional requirements p<r(B°) > 6.5 GeV/c and 
5.155 GeV/c2 < m(Bd ) < 5.405 GeV/r2 . Figure 4.10 shows the same histogram 
again. We see a broad peak at 0.897 GeY/c2 on a lot of background. WTe fit the signal 
with a Breit-Wigner,4 whose width we fix to the world average value of 50.7 MeV/c2 . 
For the background we use the following function:

f(m) =pi-(m- mmin ) p2 • exp (-p3 (m - m mm )) , (4.2) 

with the free parameters mmm , pi, p2 , and p3 . The indicated mass window of

'We have tried to convolve it with a Gaussian of resolution a to account for the experimental 
mass resolution. But since the mass resolution is expected to be on the order of just a few MeY/r2 , 
it is of no significance compared to the width of 50.7 MeV/r2 .
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±80 MeV/c2 around the world average K*° mass seems to be a reasonable (unbi­ 
ased) choice.

In addition we require transverse momentum cuts on the K*° and B°: pr(K*°) > 
2.0 GeV/c and PT(B°) > 6.5 GeV/c. These cuts are chosen to be the same as for 
Bj —>• J/\|> K^ to facilitate comparisons. The mass window was chosen under similar 
considerations as made in the B^1 —> J/\[> K± section, with an additional reason being 
uniformity between the two decay modes.
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Figure 4.11: Invariant mass spec- 
trum of the B[J -> J/i^ K*° candi- 
dates, fitted with a single Gaussian 
plus first order polynomial.

Figure 4.12: Same for candidates 
with Lxy > 100 |J,m.

Figure 4.11 shows the invariant mass spectrum of candidates surviving the cuts 
mentioned above. Overlaid is a simple fit of a Gaussian plus a linear function to get an 
estimate on the peak position, experimental width and signal yield. \Vc see about 774
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Bd candidates above background. In ±40 MeY/r2 around the peak position we have 
a signal-to-background ratio of 0.16. The regions in which the signal-to-background 
ratio is estimated is indicated dark grey (green) for the signal, and light grey (yellow) 
for the background. The width of the peak is about 11.4 MeY/r2 and is purely due 
to experimental resolution. The short line on the .r-axis indicates the current world 
average value of the Bd mass of (5.2794 ± 0.0005) GeV/r2 [12].

Figure 4.12 shows the same with an additional cut of Lxy > 100 |j.m. This cut 
improves the signal-to-background ratio to about 0.99 without losing much signal, 
and demonstrates that most Bd signal candidates are long-lived.
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Figure 4.13: Each line shows the impact of each cut for B° —>• J/xp K*°, when all the 
other cuts have already been applied. The left plot shows the distribution of the cut 
quantity, while the right picture contains invariant mass histograms of candidates 
without cut, with cut and those being rejected.

Figure 4.13 shows again on the left for each selection cut the distribution of the 
cut quantity, and on the right the Bd mass distribution without the cut, with the 
cut, and of the rejected candidates. The figure for the pT (K*°) cut is not shown. Due 
to the large number of combinatorial background the pT (K*°) > 2 GeY/c cut was
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implemented at a very early stage of the analysis procedure, not allowing a histogram 
for the PT(K*°) cut to be made within an appropriate time. The same is true with 
the cut on the K*° mass window. Again we demonstrate the power and efficiency of 
the cuts.

4.4 Selection of B° -»• J/\p c|>
The intermediate $ resonance is reconstructed in its decay K+ K~. All oppositely 
charged track pairs passing our track quality requirements are fitted to a common ver­ 
tex under kaon hypothesis. We require the vertex fit to converge and the fitted mass 
being in a window of ±10 MeY/r2 around the world average mass of 1.019456 GeV/c2 
[12]. The mass resolution of our 4> reconstruction is on the same order of magnitude 
as the natural width of the $ ((4.26 ± 0.05) MeV/r2 [12]). Therefore we do not 
constrain the KK mass to the world average 4) mass in our final vertex fit.

In addition we require transverse momentum cuts on the (j) and Bs : pr(4>) > 
2.0 GeV/r and pr(Bs ) > 6.5 GeV/c, much the same way we do for the other two 
decay modes. We only consider Bs candidates that fall in the mass window set from 
5220 MeY/r2 to 5520 MeY/c2 . This window is slightly wider than the one we use for 
the lighter B mesons to allow better determination of the background shape.

= 103270 ± 1185 
- n = 1.020GeV/c* 
: Width r fixed to 4.26 MeV/c
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Figure 4.14: Invariant mass spec­ 
trum of all cj) candidates. A fit 
for background (dotted line) and 
background + Breit-\Vigner (con­ 
volved with Gaussian resolution) 
(solid line) is overlaid.

u

I
o

N,= 267 ± 47
= 1.019GeV/c 2 

Width T fixed to 4.26 MeV/c 
Resolution o = 1.73 MeV/c 
X2/ndo, = 1.

1.01 1.02 1.03 1.04 
* K Invariant Mass (GeV/c

Figure 4.15: Invariant mass spec­ 
trum of (J) candidates from Bs de­ 
cays. A fit for background (dot­ 
ted line) and background + Breit- 
Wigner (convolved with Gaussian 
resolution) (solid line) is overlaid.

Figure 4.14 shows the invariant mass spectrum of all cj) candidates with PT(</>) > 
2 GeY/r and a converging vertex fit. We fit the signal with a Breit-Wigner convolved 
with a Gaussian of resolution o. The width of the Breit-\Vigner is fixed to the world 
average value of 4.26 MoY/r2 . As background function we use again equation 4.2. 
About 100, 000 candidates can be seen above a huge background. The fit quality is 
not perfect because the error on the mass is different for each event. Nevertheless our
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simple fit yields an average mass resolution of about 2 MeV/r2 . The indicated mass 
window of ±10 MeY/c2 around the current world average 4> mass seems reasonable. 
Figure 4.15 shows the (J) candidates for Bs candidates satisfying all cuts except the c|) 
mass window7 cut.
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Figure 4.16: Invariant mass spec- Figure 4.17: Same for candidates
trum of the Bg —>• J/4> 4> candidates, 
fitted with a single Gaussian plus 
first order polynomial.

with Lxy > 100 [im.

Figure 4.16 shows the invariant mass spectrum of candidates surviving the cuts 
mentioned above. Overlaid is a simple fit of a Gaussian plus a linear function to get 
an estimate on the peak position, experimental width and signal yield.

We see about 135 Bs candidates above background. In ±40 MeV/c2 around the 
peak position we have a signal-to-background ratio of 0.61. The regions in which 
the signal-to-background ratio is estimated is indicated dark grey (green) for the 
signal, and light grey (yellow) for the background. The width of the peak is about 
10.8 MeV/c2 and is purely due to experimental resolution. The short line on the x-axis 
indicates the current world average value of the Bs mass of (5.3696 ± 0.0024) GeV/c2 
[12].

Figure 4.17 shows the same with an additional cut of Lxy > 100 |im. This cut im­ 
proves the signal-to-background ratio to about 4 without losing much signal, demon­ 
strating once that most of the Bs candidates are long-lived.

As with the other decay modes we study the impact of each cut by applying all 
other cuts first and then look at the mass distribution before and after the cut, and 
also at the mass distribution of rejected candidates. Figure 4.18 shows for each selec­ 
tion cut the distribution of the cut quantity on the left, and the Bs mass distribution 
without the cut, with the cut, and of the rejected candidates. We see that the trans­ 
verse momentum, (j) mass window and vertex quality cuts are very powerful. The cut 
on the decay length error does not have much impact. Also the mass distribution of 
rejected candidates is flat, which indicates that very little signal is rejected by these 
cuts.
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Figure 4.18: Each line shows the impact of each cut for B° -> J/\J; cj), when all the 
other cuts have already been applied. The left plot shows the distribution of the cut 
quantity, while the right picture contains invariant mass histograms of candidates 
without cut, with cut and those being rejected.
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4.5 Proper Decay Time Calculation
A lifetime measurement requires the estimation of the proper decay time from mea­ 
surable quantities for each B meson candidate. The decay time in the laboratory 
frame can be obtained from the measured decay length by dividing by the velocity 
fie of the B meson. Transforming into the B rest frame with a factor 1/7 yields 
the proper decay time. The unknown factor fi^c can easily be expressed in terms 
of the measurable quantities 3-momentum p and invariant mass m by the relation 
pjc = \p\/m. This is still true if we only use transverse components Lxy , /3r, TT and 
PT- Therefore we have

L mt = —- = L
\P\

Lxy _
PT

(4.3)

and the proper decay time is fully expressed through the measurable quantities Lxy , 
m and pT . We choose to use the current world average value for the B meson mass 
?7i, rather than the reconstructed value.

Ignoring possible correlations we can write the error <jt as

m 
PT

t_

PT
-a.PT

Lxy a
PT m (4.4)

Note that the contribution from the momentum measurement scales with t, whereas 
the vertexing contribution only adds an uncertainty constant with t. Figure 4.19 
shows the distribution of the three contributions (unsquared) for the Bj — >• J/\p K± 
candidates. The mass contribution is of order 10~4 ps and occupies only the very 
first bin. The PT contribution just overlaps with the dominating Lxy contribution at
values of about 0.03 ps. The Bj — >• J/i|> K*° and B° -> J/i|> 4> case are very similar, 
though the centre of the Lxy distribution varies slightly.

Figures 4.20, 4.21 and 4.22 show distributions of transverse decay length Lxy 
(left), proper decay time t (middle) and proper decay time error at (right) for the 
j -> J/\|) K*, B[J -» J/ij> K*° and B° ->• J/\|) 4> candidates, respectively. In order

to get an estimate on the average resolution, we fit the Lxy and t distributions to 
a single Gaussian centred at nought, in the range indicated by the solid line. The 
resulting resolutions are listed in table 4.3. The resolutions are statistically consistent 
to be the same for all three decay modes. Comparing the t resolutions with the peak 
of the appropriate <jt distribution reveals the fact that the calculated at is on average 
underestimated by a factor of about 1.3.

Apart from negative non-Gaussian tails in the t distributions we see large positive 
tails, which indicate the long-lived heavy flavour content. In the following chapter we 
will see how to infer the signal lifetime from the positive tail of the t distribution.
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Figure 4.19: Contributions to the total proper decay time error from the uncertainty 
on decay length Lxy , momentum pT and meson mass m. The mass contribution is 
of order 10~4 ps and occupies the very first bin, whereas the Lxy completely domi­ 
nates. The total error is the sum of errors squared from all three contributions and is 
nearly identical to the Lxy contribution. This figure is made from the B^ —> J/4> K* 
candidates, but represents qualitatively the BjJ —>• J/4> K*° and B° —>• J/4> cf) case as 
well.

Decay Mode Lxy Resolution t Resolution
BJ 
B° 
B°

K±
K*° 

cj)

(58.5 ± 1.0) M-m (0.121 ± 0.002) ps
(60.2 ± 0.8) M-m (0.122 ± 0.002) ps
(64.3 ± 4.2) M-m (0.137 ± 0.010) ps

Table 4.3: Summary of average Lxy and t resolutions obtained from a single Gaussian 
fit to the data
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Figure 4.20: Distributions for Bj —> J/4> K± of decay length Lxy (left), proper decay 
time t (middle) and proper decay time error at (right). Overlaid in the left and middle 
picture is a Gaussian, with the fit range indicated by the solid line.
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Figure 4.21: Distributions for Bj —>• J/^ K*° of decay length Lxy (left), proper decay 
time t (middle) and proper decay time error ot (right). Overlaid in the left and middle 
picture is a Gaussian, with the fit range indicated by the solid line.
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Figure 4.22: Distributions for B^ —>• J/4> cj) of decay length Lxy (left), proper decay 
time t (middle) and proper decay time error at (right). Overlaid in the left and middle 
picture is a Gaussian, with the fit range indicated by the solid line.



Chapter 5 

Lifetime Analysis

5.1 Fit Model
In this section we describe the fit model we use to extract B lifetimes. We fit simul­ 
taneously invariant mass and proper decay time for all candidates in a region about 
the B meson mass. The lifetime is extracted by minimising an unbinned negative 
log-likelihood function, which uses proper decay time £, its error at and invariant 
mass information m from each B meson candidate. The minimisation is performed 
with the MIGRAD algorithm in the MINUIT package [80]. 

The likelihood function is given by

N

(5.1)

where P(m^, t^ o~t ,i', A) is the probability density function for each candidate, A com­ 
prises all fit parameters, and i indicates an individual B meson candidate with mea­ 
sured mi, ti and at^.

The probability function P is split into signal part and background part:

crt ,i', A) = fsig ' 9Sig(mi) • Fsig (ti, <J
Fbk (ti, fft ,i) , (5.2)

with fsig being signal fraction, gsig and FSig modelling mass and proper decay time 
for the signal, and gbk and Fbk for the background.

The proper decay time error at^ results from fitting the candidate's tracks to a 
common vertex. The error estimate is therefore only correct if the tracks come from 
a real physical vertex. Our philosophy is to use the errors in the contributions that 
are believed to come from a physical vertex (signal and prompt background), through 
convolving ti with a resolution function r(ti — t', at ,i', St ). The remaining contributions 
that are not believed to come from a physical vertex have a distorted error estimate 
and are parameterised without the error at and a resolution function.

For simplicity we choose the proper decay time resolution function r as being 
Gaussian, allowing an overall scale factor St for the Gaussian error crf ,,-, thus correcting
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for under- or overestimated errors:

,-(*,. - t', a,,,; 5.) = ^—— exp {-- ^ . (5.3)

The background model should effectively account for background proper decay 
time and decouple background from signal. There are many different possible choices 
for a background model. A separate discussion about our particular choice of back­ 
ground model as well as cross-checks can be found in chapter 6. Our chosen back­ 
ground model distinguishes four different background contributions to the t distribu­ 
tion. A 5-function at t = 0 convolved with the resolution function describes prompt 
background. A negative exponential describes negative tails and two positive back­ 
ground components account for positive tails:

+ /++
I T+ +

The negative tail has fraction /_ and lifetime r_, and the short(long)-lived positive tail 
has fraction /+ (/++) with lifetime r+ (r++ ). The negative and short-lived positive 
exponential backgrounds are due to prompt vertices mixed with mis-reconstructed 
tracks that appear to be displaced. In addition, the following cases contribute to the 
positive tails as well:

• Displaced J/i|)s (from other B decays) paired with random tracks.

• Sequential semileptonic decays b —>• c —>• s faking J/if).

• Partially reconstructed B decays.

• Reflections (B° —>• J/ij; 4> reconstructed as B[J —> 3/\\) K*° or, with a missed K, 
as B± -^ J/i|>

• In case of B^ —> J/i|j K*°, candidates from KTC mis-assignment when recon­ 
structing K*°.

In principle each background contribution should be parameterised independently. 
The limited statistics and their common exponential behaviour allow us to combine 
and effectively describe them on average by two exponential functions. In the case 
of B° —>• J/ip (J) we will see later that statistics is so low that even one positive1 expo­ 
nential is enough.
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As signal model for the proper decay time we obviously choose an exponential 
convolved with the resolution function:

(5.5)

(5.6)

where the parameter r is the lifetime of the B meson, and Erf() denotes the error 
function. 1

For simplicity we choose a Gaussian with peak position 717 and width W for the 
signal mass function and a first order polynomial describes well the background mass 
distribution:

1 ( m j - M ) -
6-^^ (5.8)

O (mj < mmin or mf > mmax )
\mi < mmax )

The offset b normalises g^ to 1 in the chosen mass range [mmin , mmaz ], which gives

(^ \ TTfcflX TTLcTL / \ " /

The resulting 12 parameters are summarised in table 5.1. It would be helpful to 
test our fit model on a simulated sample, and to check the composition and origins 
of the various backgrounds. Unfortunately we yet lack a reliable simulation of an 
inclusive bottom and charm sample, as well as a correct description of the underlying 
event and hard scattering process. But as we will see in chapter 6, our background 
model gives a reasonable description of the backgrounds.

5.2 Fitting B± -» J/xp K±
Figure 5.1 shows the result of the fit to the 10,516 Bj -> J/\J) K± candidates. The 
range of the proper decay time histogram was chosen quite tight for more visibility, 
but it prevents 5 events on the negative side and 12 events on the far positive side not 
to enter the histogram. Nevertheless those events are used in the fit of course. The 
invariant mass histogram on the other hand contains all Bu candidates. We obtain a 
lifetime

r(Bu ) = (1.623 ± 0.048(stat.)) ps . corresponding to (5.11) 
rr(Bu ) = (486.7 ± 14.5(stat.)) M.m . (5.12)
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1
2
3
4
5
6
7
8
9

10
11
12

AI
W
A

Jsig
T

stf-
f+

f++
r_
T_j_

T_|_-|_

Mass
Width
Background slope
Signal fraction
Signal lifetime
t error scale factor
Background fraction of negative tail
Background fraction of positive short-lived tail
Background fraction of positive long-lived tail
Lifetime of negative background tail
Lifetime of positive short-lived background tail
Lifetime of positive long-lived background tail

GeV/c2
MeV/c2
c2 /GeV

—
ps
—
—
—
—
ps
ps
ps

Table 5.1: Summary of the 12 parameters used in the combined mass and proper 
decav time fit.

Estimating the goodness of fit for an unbinned likelihood fit is still an area in 
statistics where more effort is needed, though some success has already been achieved 
[81]. We use two different, more intuitive approaches: On the one hand we calculate 
a x2 by binning the data. On the other hand we compare the value of the likelihood 
function with the distribution of likelihoods from many generated experiments.

In the first method we bin the data and calculate the x2 between data and fit
projection: 2

=^ / ^ fji / ^
l<i<Nbins y?r°J l<i<Nbins "i

where yfata is the number of entries in the ^tn bin of the data histogram, and 
the integral of the projection over the range of bin i. It is important to have enough 
data entries in each bin to ensure Gaussian errors. This is the case in the chosen 
mass histogram in figure 5.1. The proper decay time histogram on the other hand 
has many low statistics bins. In that case we combine consecutive low statistics bins 
to a "combined bin", until its number of entries becomes 20 or larger.

For the mass histogram we get a x2 value of 69.7 for 50 bins. The number of 
degrees of freedom n^0/ is the number of bins minus the number of parameters. For 
the mass histogram 4 parameters are important: M, W, A and fsig . So x2 /ndof = 
69.7/46 = 1.51. The probability of getting a bigger x2 is only 1.3 %, which indicates 
a rather poor fit.

For the proper decay time histogram we get a x2 of 67.7 for 43 bins. The pa­ 
rameters that define the proper decay time projection are fsig , T, St , /_, /+, /++, 
r_, r+, T_. Therefore ndof = nbins - 9, where nbins is the number of bins. So 
X2 /ndof = 67.7/34 = 1.99, which translates into a probability of only 0.05 %.

2 i.e. the curve resulting from the maximum likelihood fit as in figure 5.1.
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Figure 5.1: Result of the combined mass and decay time fit for Bj —>• 3/\\) K± ,

The very low probabilities prompt an investigation into the underlying cause. The 
low fit probability in the mass distribution is not driven by any kind of problem in the 
maximum likelihood fit; the x2 fit of the mass histogram shown in figure 4.6 shows 
a similar x2/ndof- Inspecting the mass histogram in figure 5.1 reveals that the poor 
fit quality comes only from a few bins. Changing the binning of the mass histogram 
can "smoothen" a few bins and increase the fit probability to up to about 5 %, but 
that does not change the fact that the fit is rather poor. It is also unlikely that our 
description of the mass distribution (single Gaussian for the signal and linear function 
for the background) is inadequate. All in all, we could not find anything wrong with 
our analysis and conclude that the occasional "outliers" seem to be a characteristic 
of the data themselves.

The poor quality in the proper decay time fit is due to at least two factors:

• In the region t < —0.4 ps the background is inadequately described by our 
background model. Not using this region does not change the resulting lifetime,
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but enhances the fit quality to a fit probability of 8.4 %. We will discuss different 
background models and their impact on the lifetime more thoroughly in chapter 
6.

There is a clear excess of events in the interval [3.80,4.04] ps. The fit expects 
about 24 events whereas there are 39 in the data. The probability of one of 43 
bins to fluctuate 2.95 a high is about 14 %. Therefore we could see a statistical 
fluctuation. All attempts of studying the candidates from this region have not 
revealed any peculiarity:

- No excess of a certain run number or azimuthal direction.

- The vast majority of them are from the signal region in the mass spectrum.

- The Bd and Bs data does not show an excess in this interval.

-13000 -12800 -12600 -12400 -12200 -12000 -11800
- log(L)

Figure 5.2: Distribution of the neg­ 
ative log-likelihood of many gen­ 
erated experiments with 10,516 
Bj —> J/iJj K^ candidates each. A 
Gaussian fit is overlaid. The dashed 
line represents the likelihood value of 
the data fit.
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Figure 5.3: Likelihood — log (£) + 
log (Cmax ] as a function of lifetimeO \ UllLJj J

fit parameter r in the region about 
the minimum for B^ —>• J/i|)

Another way of estimating the goodness of fit is to compare the likelihood of the 
actual experiment against the likelihood distribution of generated experiments. A 
confidence level can be obtained by computing the number of experiments with a 
higher value of — log (£) than the actual experiment.

Figure 5.2 shows the distribution of — log (£) for 2,000 generated experiments, 
that were simulated according to the parameters of the result of the data fit. The 
fraction of experiments with a higher — log (£) value than the data value is 10.2 % - 
an acceptable value.

In figure 5.3 we see — log (£)+log (Cmax ) as a function of the lifetime fit parameter 
r about the fit minimum. It is approximately parabolic which justifies symmetric 1 a 
errors.
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Table 5.2 lists the correlation coefficients for the fit. The correlation matrix p is 
defined as

^
cr,- cr,

(5.14)

where cov is the covariance matrix from the fit, and <j; the error of parameter i. 
Coefficients related to the lifetime parameter r are marked bold. Notice that r has 
no bigger correlations other than with the signal fraction. Therefore our background 
model effectively separates signal and background.
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8
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-8 20 -75
-2 54 -83

7
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Table 5.2: Correlation coefficients for the B^ —>• J/ip K* fit in percent. The upper 
half and the diagonal are not shown for clarity.

The main correlations can be understood qualitatively:

• Fraction-Lifetime-Anti-correlations: The fit compensates a lowering of the frac­ 
tion of a certain contribution by raising the appropriate lifetime.

• Scale-Factor-Tails-Correlations: If the scale-factor St increases, the prompt 
background includes more of the background tails. Therefore the tail fractions 
/_, /+ and /++ decrease, and the tail lifetimes increase.

• Positive- Tails: An increase of the long-lived positive tail fraction /++ decreases 
the short-lived tail fraction /+ and steepens the short-lived tail's lifetime distri­ 
butions, i.e. decreases r+ .

5.3 Fitting B° -»• J/tp K *o

We repeat the fit for our 16,057 Bj} -> J/4> K*° candidates. The result is displayed in 
figure 5.4. There are 6 events hiding in the underflow bin and 6 events in the overflow
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Data
Fit
Signal Contribution
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

2468
Proper Decay Time t (ps) Invariant Mass m (GeV/c )

M 
W 
A
Jsig

(5.2739 ± 0.0007) GeV/c2 
(13.33 ± 0.60) MeV/c2 
(-1.42 ±0.45) c2 /GeV 
0.057 ±0.003 918.3 ± 42.7
(1.510 ±0.065) ps cr (452.8 ± 19.4) tun

St 
f- 
f+

1.33 ±0.01 
0.023 ± 0.003 
0.108 ±0.008 
0.029 ±0.007 
(0.618 ±0.048) ps 
(0.464 ±0.041) ps 
(1.667 ±0.218) ps

N-
N+

cr_
CT+ 

CT++

375.1 ± 42.1 
1739.9 ± 123.0 
466.6 ± 118.8 
(185.3 ± 14.5) urn 
(139.0 ± 12.2) Ltm 
(499.8 ± 65.2) Ltm

Figure 5.4: Result of the combined mass and decay time fit for BjJ —>• J/4> K*°.

bin. Nonetheless they are included in the fit. As lifetime we get

r(Bd) = (1.510 ± 0.065(stat.)) ps , corresponding to (5.15) 
cr (Bd ) - (452.8 ± 19.4(stat.)) Lim. (5.16)

Binning the data as described in the previous chapter gives x2 /ndof = 37.1/46 = 
0.81 for the mass distribution, which corresponds to a probability of 82 %. For 
the decay time distribution it is x2 /ndof = 47.4/32 = 1.48 corresponding to 3.9 % 
probability. The poor fit quality of the proper decay time part is again due to an 
inadequate description of the negative tail in the region t < — 1 ps. Not using this 
part of the data does not change the lifetime r, but gives a fit probability of 20.1 %.

Figure 5.5 shows the distribution of — log (£) for 2,000 simulated experiments, 
that were generated using the result of the data fit. We get a value of 26.5 % for the 
fraction of experiments with a higher — log (£) value than the data value.

In figure 5.6 we display — log (£) + log (Cmax ) as a function of lifetime parameter
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Figure 5.5: Distribution of the neg­ 
ative log-likelihood of many gen­ 
erated experiments with 16,057 
B2 -)• J/4> K*° candidates each. A

1.4 1.45 1.55 1.6

Parameter t (ps)

Figure 5.6: Likelihood — log (£) +
i-fA r u i \\> J.Y ^ciiiianaciijco ccn^n. ^T. , / f, \ r .. c -,•£• .•* . ' „ . . . . _. , , , log(£maz) as a function of lifetime Gaussian fit is overlaid. The dashed £i6 v ' x . ^, u , ,. ,,.,1-111 . ht parameter T in the region about line represents the likelihood value of ,, . . r T->O T / \ T^*O Al , n the minimum for B^ —>• J/ip K u . the data fit.

T about the minimum. The parabolic shape justifies symmetric errors for the lifetime 
parameter r. The correlation coefficients of our fit can be found in table 5.3.
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Table 5.3: Correlation coefficients for the BjJ —>• J/ip K*° fit in percent. The upper 
half and the diagonal are not shown for clarity.

5.4 Fitting B° -»• J/i|> c()
The same procedure is now applied to our main decay mode. Figure 5.7 shows the 
result of the fit to the 1,023 Bg — )• J/4> (j) candidates. There is no underflow and only 
one event (t = 9.9 ps) overflow not shown in the histogram but used in the fit.



Lifetime Analysis 94

Signal Contribution 
Prompt Background 
Neg. Background Tail 
Pos. Background Tail 
Long-Lived Pos. Tail

-2 02468
Proper Decay Time t (ps)

5.25 5.3 5.35 5.4 5.45 5.5
Invariant Mass m (GeV/c 2)

M 
W 
A
Jsig

(5.3597 ±0.0011) GeV/c2 
(10.06 ± 0.96) MeV/c2 
(-0.89 ±1.28) c2 /GeV 
0.122 ±0.013 N^ 125.2 ± 13.0

T (1.314 ± 0.138) ps CT (394.0 ± 41.4)
St 
f-

T_

1.45 ± 0.05 
0.021 ±0.011 
0.128 ±0.022 
0.011 ±0.013 
(0.550 ±0.217) ps 
(0.526 ±0.119) ps 
(2.850 ±1.822) ps

N- 21.4 ± 11.2
N+ 130.8 ± 22.7
N++ 11.1 ± 12.8
cr_ (165.0 ± 65.1) tim
CT+ (157.7 ± 35.8) urn
CT++ (854.3 ± 546.1) Lim

Figure 5.7: Result of the combined mass and decay time fit for 3° —>• J/iJ> cj>.

Comparing the fit result to binned data gives a good fit quality. For the proper 
decay time distribution we get x2 = 5.59/4 = 1.40, corresponding to a probability 
of 23.2 %, and for the mass distribution we obtain x2 = 32.4/25 = 1.27 and 14.8 % 
probability.

Figure 5.9 shows the distribution of — log (£) for 2,000 simulated experiments, 
that were generated using the result of the data fit. We obtain a confidence level 
of 58.7 %. Table 5.4 lists the correlation coefficient of our fit, and figure 5.9 shows 
— log (£) + log (Cmax) about the minimum. As the curve is non-parabolic we calculate 
the asymmetric error on the lifetime T using the MINOS algorithm of the MINUIT 
package [80]. Although the other parameters have asymmetric errors too, we are 
content with their symmetric approximation as the error on those parameters is not 
of prime interest. We get for the average Bs lifetime:

r(Bs ) = (1.314l[3;i29(stat -)) Ps > corresponding to 
cr(Bs ) - (394.0i|J;i(stat.))

(5.17)
(5.18)
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Table 5.4: Correlation coefficients for the Bg —>• J/\|> 4> fit in percent. The upper half 
and the diagonal are not shown for clarity.

Systematic uncertainties as well as cross-checks are studied in chapter 6.
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Chapter 6

Systematics and Cross-Checks

In this chapter we study possible systematic effects and their influence on the mea­ 
sured lifetime r. We also perform cross-checks with different methods to gain trust 
and confidence in our main analysis procedure.

6.1 Residual Silicon Mis-Alignment
We determine the position of the B decay vertex from intersecting tracks to a common 
point. The silicon hits assigned to the tracks provide the accurate spatial information. 
The position of a hit is known to about 10 [im relative to the individual ladder position 
which detects the hit [82].

The knowledge about the position of a given ladder within the silicon system is 
roughly subdivided into two parts. First, there is the internal position of a given 
ladder within the silicon system, which is dealt with by the internal alignment. Then, 
there is the positioning of the silicon system in the global reference frame, which is 
addressed as global alignment.

Corrections are made on the individual nominal wafer position based on a cer­ 
tain alignment procedure, which performs track fits on part of the data, with free 
parameters coming from a misalignment model [82]. The resulting set of alignment 
parameters is then used to correct misalignments in all runs.

The internal alignment takes bow effects into account. When two ends of a ladder 
are pinned to the SVX frame, it has been observed that the ladder in most cases is 
bent outwards, so that the two central wafers are at a radius larger than nominal. 
Only in a few cases the ladders are bowed inwards. The radial shift is on average 
+70 |J.m, but there are some ladders which bend out by as much as 200 jam. Using the 
overlap regions for the various ladders the uncertainty of bowing effects was reduced 
to ±20 \im on the outer layer of the SVX. This propagates to an 0.02 % error on the 
measurement of Lxy . The uncertainty on the internal alignment between the outer 
SVX layer and the other layers was found to be negligible [82].

In order to probe the sensitivity of misalignments of the SVX on the lifetime 
measurements, we conduct a variety of checks using our highest statistics sample 
Bj —>• J/i|) K± . For these checks we use different versions of alignment, which are
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Name Description
A Best version of alignment.
B Alignment constants from mechanical survey.
GI Best with all ladders shifted radially by +50 MJTI.
C2 Best with all ladders shifted radially by -50
C3 Best with all ladders bowed outward by +50
C4 Best with all ladders bowed outward by —50

Table 6.1: Different versions of alignment constants used for systematic studies.

defined in table 6.1. Versions d, C2 , 63, and C4 have been created for systematic 
studies by experts [82]. The values of ±50 H-m are considered to be reasable estimates 
of our uncertainties on the alignment. In the future we hopefully get more different 
versions to study the effect of misalignments more thoroughly. 

We make the following comparisons:

• Difference in reconstructed lifetime between alignment version A and B in data 
for common events.

• Difference in reconstructed lifetime for realistically simulated events between A 
and GI,C2 ,€3,04,respectively.

• Same for data.

Case Alignment Type of Data
1
2
3
4
5
6
7
8
9
10
11
11

A
A
A
B
Ci
C2
C3
C4
Ci
C2
C3
C4

Data
Data common with B
Simulation
Data
Data
Data
Data
Data
Simulation
Simulation
Simulation
Simulation

CT (|J.m)
487 ± 14
485 ± 15
476 ± 14
477 ± 15
488 ± 14
490 ± 14
487 ± 14
489 ± 14
477 ± 14
478 ± 14
477 ± 14
478 ± 14— — - -I

Table 6.2: Summary of Bj —>> J/i|> K* CT measurements using different versions of 
alignment.

The result of the different Bj —>• J/iJj K± lifetime measurements is summarised 
in table 6.2. The statistics are too small to infer significant alignment effects. We
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use the change of the central value to estimate such effects. Comparing case 4 to 1 
gives a systematic shift of -10 \wi. Such a shift comes from an alignment-dependent 
selection efficiency, and also from the alignment affecting the B vertex position. A 
separation of these two effects is possible by measuring the lifetime with alignment 
version A, but only for data which is common to the dataset obtained with version B. 
This measurement was done in case 2 and leads to a shift of only -2 p.m. Alignment 
versions Ct (i = 1, 2, 3,4) provide the best guess on the uncertainty on the individual 
ladder alignments, which is 50 M-m [82]. From data we get an increase of 0..3 (J.m. It 
is interesting to note that all cases lead to a small increase. This makes us conclude 
that lifetime variations are mostly statistical (bad alignment lowers the number of 
candidates slightly) and individual ladder alignments have no significant impact on 
the lifetime. The fitted value of the simulated sample using alignment version A gives 
(476 ± 14) p.m, which is consistent within statistics with the value of 492 p,m used 
for generating the sample. Versions d (i = 1,2,3,4) give a systematic increase of 
1..2 pjn.

We conclude that 10 |j,m forms a reasonable upper estimate on alignment effects, 
and 2 M-m a reasonable lower estimate. We consider the value of 5 |J.m as best estimate 
for the systematic uncertainty due to residual mid-alignment, which we regard as 
common across all decay modes.

6.2 Beam Spot Size
Under normal circumstances the beam spot error matrix is determined for each run 
along with the beam spot position. This on average results in a Gaussian beam profile 
with ox = (jy = 30 (J.m. Unfortunately, at present time this mechanism is not well 
tested and the size of the beam spot not entirely understood. Values between 25 and 
35 |J.m have been measured. There are also indications of a z dependence of the beam 
spot size. In addition, for a number of runs technical problems1 force us to use a 
default value of 30 Jim.

In order to study the influence on the lifetime measurement, we repeat the analysis 
for B^ —>• J/ip K± j but fix the beam spot size to 25, 30 and 35 |J.m. No variation of 
the lifetime is observed. The effect, as expected, is completely absorbed by a change 
of the scale factor St, which changes from 1.42 for 25 |j,m to 1.28 for 35 \JLUI.

No systematic error is assigned due to the uncertainty on the beam spot size.

6.3 Proper Decay Time Resolution Function
High statistics studies using the inclusive B decays B —>• J/ij) X firmly determine 
the ct resolution function for Lxy , where the vertex is only partially reconstructed 
by the J/\|> vertex [83]. The study points out that a single Gaussian seems to be an 
inadequate description of the resolution function, while a double Gaussian or even a 
double Gaussian with exponential tails do a better job.

1 empty database entries
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For our low statistics exclusive B decays we have chosen a single Gaussian. This 
was done to keep the model as simple as possible, although we have already seen 
indications in the negative tails of the B± ->• J/ip K± and B°d ->• J/i|j K*° data of the 
need for a better description of the background.

In this section we study systematic uncertainties on the measured lifetime arising 
from the choice of the resolution function. We study the following two resolution 
functions:

• Double Gaussian:

r(t - *', at - St , /2 , S2 ) = (1 - /2 ) • G(t - t', Stat ) + /2 • G(* - *', S2 <rt ) , (6-1)

where G(jLt, <j) is a standard Gaussian with mean /z and variance cr, ji the 
fraction of the second Gaussian, and 82 its error scale factor.

• Single Gaussian with symmetric exponential tails:

r(t - t', (7t - St , fe , re ) = (1 - fe ) • G(t - t', Stat ) + A exp (-^-^l , (6.2)
2re \ re )

with fe being the fraction of the exponential tails and re their lifetime. 2

A change of resolution function will have the biggest direct influence on the prompt 
background. The direct influence on the signal contribution is small, due to low 
statistics. The big influence on the prompt background will however have impact on 
the tails and therefore influence indirectly all other contributions.

Table 6.3 shows the result of the B^ — > J/4> K^ fit for the three different resolution 
functions. In the double Gaussian case the second Gaussian helps the scale factor 
5t, and the negative tail can be flatter. The symmetric exponential tails of the other 
resolution function have a very small fraction of 0.5 %. The resulting very long 
lifetime helps very much the regular negative exponential tail (/_, r_) as well as the 
long-lived positive tail. The impact on the lifetime however is small in both cases. 
Table 6.4 summarises the obtained lifetimes using different resolution functions; not 
only for Bj — >• J/ip K± , but also for the other two decay modes. As a result of this 
study we assign a systematic uncertainty of ±0.01 ps (or ±3 |J.m for ct) due to the 
choice of resolution function.

2 The convolution of the exponential with this resolution function breaks up into the sum of a 
term like in equation 5.7 and the convolution of an exponential with a symmetric exponential. The 
latter gives

+ 00/'
— oo

2r r *
I 1.275

(6.3)
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M
W
A
Jsig
T

St

f-

/+

/++
T_

T+

T++

Single Gaussian
5.2745 ± 0.0005

15.92 ±0.50
-0.66 ±0.59

0.146 ±0.005
1.623 ± 0.048

1.35 ±0.02
0.017 ±0.002
0.105 ±0.008
0.025 ± 0.007
1.050 ±0.116
0.485 ±0.051
2.028 ±0.326

Double Gaussian
5.2745 ± 0.0005

15.98 ±0.50
-0.66 ±0.59

0.147 ±0.005
1.617 ±0.048

1.11 ±0.04
0.009 ± 0.002
0.090 ± 0.009
0.023 ± 0.008
1.585 ±0.226
0.543 ± 0.071
2. 110 ±0.374

/_ 0.281 ± 0.067
St 2. 10 ±0.16

Gaussian + Exp. Tails
5.2745 ± 0.0005

15.87 ±0.50
-0.67 ±0.59

0.146 ±0.005
1.621 ± 0.048

1.30 ±0.02
0.038 ± 0.008
0.104 ±0.011
0.042 ±0.011
0.348 ±0.063
0.370 ±0.051
1.382 ±0.209

fe 0.005 ± 0.002
re (4.171 ± 1.012) ps

Unit
MeV/c2
MeV/c2
c2 /GeV

ps

ps
ps
ps

Table 6.3: Results of the fit to Bj -> J/ip K* data using different parameterisations 
of the resolution function.

Decay Mode
BJ -> J/i|> K± 
B°d -> J/ol> K*° 
B° -» J/4> cj)

Single Gaussian
1.623 ±0.048 
1.510 ±0.065 
1.314 ±0.138

Double Gaussian
1.617 ±0.048 
1.501 ±0.064 
1.314 ±0.138

Gaussian + Exp. Tails
1.621 ±0.048 
1.509 ±0.065 
1.317 ±0.138

Table 6.4: Effect of different resolution functions on the lifetime parameter T (in ps).

6.4 Proper Decay Time Background Parameteri­ 
sation

In this section we study effects of the proper decay time background parameterisation 
on the fitted lifetime. The prompt contribution, described by a 6-function convolved 
with the resolution function, is not controversial, bar the exact shape of the latter as 
we have seen in the previous section.

As a first case study we make the two short-lived tails symmetric in their lifetime 
and their fraction. The four parameters /_,/+,r_, and r+ become the two parameters 
f± and T±. The result of applying this fit model to the Bj ->• J/ij) K± is shown in 
the middle column of table 6.5. The correlation coefficients can be found in table 
6.6. The long-lived positive tail now has to take on the task of the former short-lived 
positive tail. Therefore the background model is not able to account for long-lived 
background events; the signal lifetime parameter gets correlated with the parameters 
describing the background proper decay time distribution. Also the increase in width 
W supports this statement, as the mass Gaussian has to accommodate long-lived
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Our model
M 
W 
A
Jsig
T

St

T_

5.2745 ± 0.0005 
15. 92 ±0.50 
-0.66 ±0.59 

0.146 ±0.005
1.623 ±0.048

1.35 ±0.02 
0.017 ±0.002 
0.105 ±0.008 

1.050 ±0.116) 
0.485 ±0.051)

/++ 0.025 ± 0.007 
r++ 2.028 ± 0.326)

Sym. tails
5.2745 ± 0.0005 

16. 22 ±0.51 
-0.66 ±0.58 

0.147 ±0.005
1.645 ±0.048

1.36 ±0.01 
f± 0.031 ± 0.004 
/++ 0.105 ±0.007 
r± 1.691 ±0.151 
r++ 0.564 ± 0.044

No long-lived tail
5.2745 ± 0.0007 

16.43 ±0.52 
-0.66 ±0.59 

0.148 ±0.005
1.660 ±0.048

1.36 ±0.02 
/_ 0.016 ± 0.002 
/+ 0.110 ±0.006 
r_ 1.101 ±0.146 
r+ 0.818 ± 0.045

Unit
GeV/c2
MeV/c2 
c2 /GeV

ps

ps 
ps

ps

Table 6.5: Fit results on the Bj —» J/4> K"1" data with different alternative background 
fit models.

background which blows up the width. In addition we see an increase of the signal 
lifetime by 0.022 ps, which is compatible with the signal lifetime accounting for the 
long-lived background.

W
A
Jsig
T

st
f±
f++
T±

T++

M
4

-2
2

-2
-3

0
-1
-1
-1

W

0
30
-6
-1
-1

-14
-10
-20

A

0
0
1

-0
-0

1
-0

Jsig

-24
-1

3
-22
-4

-10

r

-0

15
-6
-6

st / /* 

± /+ T± r++ -1—— I/ 1 —— i- \ \

-31
-19

20
21

-16
-42 13
-31 -34 4

Table 6.6: Correlation coefficients for the fit on B± ->• J/ip K± data with the model 
with symmetric short-lived exponential tails.

A similar scenario arises when we drop the long-lived positive background contri­ 
bution from our fit model. The fit result is displayed in the third column of table 
6.5 and the correlation coefficients can be found in table 6.7. Again the long-lived 
positive background has to be accounted for on average by the short-lived positive 
background contribution. This hypothesis is backed by an increase in signal lifetime 
(+0.037 ps) and correlations of the lifetime with the short-lived positive background 
parameters.
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IV
.4
Jsig

T

st
f-

f+

T_

^+

Al
7

-7
-4
-1
-3

2
13
8

-7

W

0
29
-4

3
1

-17

3
-25

A

2
-1

0
-0
-2
-1

1

Jsig

-23
-2

2
-28

0
-6

T

-1

-1

15
-1
-17

$ /- /+ r_

-30
-26
23
21

11
-49 -14
-10 -36 5

Table 6.7: Correlation coefficients for the fit on B^ —> J/i|> K± data with the model 
without a long-lived positive tail.

We see the same effects when applying the different background model version 
to the B°d -> J/4> K*° data. In the B° ->• J/\p (f) case (table 6.8) it seems that the 
low statistics of the sample allows us to drop the long-lived positive background 
contribution without a big effect. Note that /++ is compatible with nought. We see 
a decrease in lifetime rather than the expected increase, which is likely to come from 
low statistics: both, the errors on the signal lifetime T and the long-lived lifetime r++ 
are big.

Our model
M 5.3597 ±0.0011 
W 10.06 ±0.96 
A -0.89 ±1.28 
fsig 0.122 ±0.013
r 1.314 ±0.138
St 1.45 ±0.05 
/_ 0.021 ±0.011 
/+ 0.128 ±0.022 
r_ 0.550 ±0.217 
r+ 0.526 ±0.119
/++ 0.011 ±0.013 
T++ 2. 850 ±1.822

Sym. tails
5.3598 ±0.0011 

10.13 ±0.91 
-0.88 ±1.28 

0.124 ±0.013
1.300 ±0.135

1.46 ±0.05 
/± 0.058 ± 0.034 
/++ 0.088 ± 0.019 
T± 0.438 ±0.147 
T++ 0.931 ±0.161

No long-lived tail
5.3598 ±0.0012 

10.14 ±0.98 
-0.88 ±1.28 

0.124 ±0.013
1.306 ±0.128

1.47 ±0.05 
/_ 0.018 ±0.011 
/+ 0.114 ±0.018 
T_ 0.599 ± 0.230 
r+ 0.820 ±0.110

Unit
GeV/c2
MeV/c2 
c2 /GeV

ps

ps 
ps

ps

Table 6.8: Fit results on the B° -> J/\|> 4> data with different alternative background 
fit models.

As the changes in signal lifetime can be traced back to an inappropriate description 
of the background proper decay time distribution, which provides a worse decoupling 
of the background from signal, we can not treat them as systematic uncertainties.
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They rather provide a cross-check and additional indications that our chosen fit model 
is better that the others.

On the other hand we feel uncomfortable by claiming that our choice of back­ 
ground model is perfect and would not introduce a systematic uncertainty. One 
possibility would be to refine the background fit model rather than simplify it. The 
effect of for example an additional positive background contribution on the signal 
lifetime would give us an estimate of this systematic uncertainty. Such refinements 
essentially have been performed already in the last section with the change of the 
resolution function. The effect was on the order 0.01 ps. As this systematic uncer­ 
tainty is already been denoted as the systematic uncertainty due to the choice of the 
resolution function, we do not assign a systematic uncertainty on the choice of the 
proper decay time background model.

6.5 Biases from the Fitting Procedure
This section will demonstrate that the fitting procedure is properly implemented and 
reveal possible biases from the fitting procedure.

First we look at the most simple situation: we set the signal fraction to one and 
fix all parameters in the fit but the signal lifetime T. We then generate pseudo- 
experiments with 5,000 events each, perform the fit and calculate the pull variable p 
for each experiment, which is defined as

p = t Ttrue , (6.4)

where rtrue is the true value of the parameter, TJH its fitted value, and GJH the error 
on it as determined from the fit. Figure 6.1 shows distributions of Tfa — rtrue (left) 
and the pull variable (right) for 2,000 such experiments. A Gaussian fit is overlaid 
and shows that there is no significant deviation from nought for 77^ — rtrue and that 
the pull distribution is standard Gaussian.

The situation changes when small datasets are being used. Figure 6.2 shows the 
same distributions for 2,000 pseudo-experiments with 125 events each. The Tfit — Ttrue 
distribution is well centred around nought, but the mean of the pull distribution is 
shifted down to negative values by about three a due to the negative tail. This 
indicates that <7/^ tends to come out too small for fits that yield a value smaller 
than the true value. This negative shift of the pull distribution for lifetime fits is 
expected and consistent with [84]. The origin is the correlation, in a lifetime fit, of 
the estimation of the lifetime T and the estimation of the error <JT , and is similar to 
the set of circumstances that produces a student-T distribution rather than a normal 
distribution when the data itself is used to estimate the error. We cannot precisely 
estimate the expected downward shift due to the complicated nature of the fit we 
perform. Note that this does not represent a bias in the fitting procedure and has 
not to be corrected for, unless there is a shift in the Tflt - rtrue distribution.

We now come to our complete fit model. First we check the performance of our 
fitting procedure in the limit of infinite events, i.e. with a big number of events. This
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Figure 6.1: Left: Tfit — Ttrue distribution for 2,000 pseudo-experiments with 5,000 
events each. Right: pull distribution for the same experiments.

is done to spot any major flaws in the technical implementation of the fit. Table 6.9 
shows the mean p, and width a of pull distributions from 5,000 pseudo-experiments 
with 200,000 events each. The parameters used for generating the samples have been 
set to the resulting values from the fit to B° —>• J/4> cj) data. The deviations p/a—ptrue 
for parameter p, displayed in the first row, are very close to nought, although few 
small deviations are visible. All pull distributions are also close to standard Gaussian, 
with small deviations. The deviations are likely to come from correlations between 
fit parameters and still too low statistics. For the pulls the big negative shift of the 
lifetime is mainly due to the reason described in the last paragraph. For deviations 
of the pull width, effects from having used symmetric rather than asymmetric errors 
may contribute as well. Summarising, we conclude that the fitting performs well 
enough, without obvious flaws. Small biases in the lifetime will be dealt with in 
separate studies for each decay mode.

In order to check for possible biases due to the small number of events in the actual 
data, we generate many pseudo-experiments with the same number of candidates 
as in data. Table 6.10 shows the result for 5,000 experiments with 1,023 events, 
generated using the parameters from the fit to B° —>• J/ij> (j) data. Gaussian fits to 
the deviation distributions pfa — Ptme and the pull distributions have been performed 
and the resulting parameters listed in the table.

Although many distributions have long tails and should not be fitted by a Gaus­ 
sian, we use the Gaussian as a tool to get an approximate answer. We see that there 
are huge discrepancies for the various background contributions. But we note that 
small background fractions of the percent order lead to very small event numbers 
of order 10. For small statistics biases can occur because the distributions do not 
converge to a standard Gaussian fast enough. In the signal lifetime we see a devia­ 
tion of —1.6 o and —5.8 a for the mean of the pull distribution. Before drawing any 
conclusions we take a look at the actual distributions, shown in figure 6.3. Rather
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Par

Al
W
A
Jsig
T

st
f_
f+
T_

T+

f++
T++

P'dev

-0.000002
0.000003

-0.000620
-0.000010

-0.000165
0.000119

-0.000001
-0.000014
-0.000235
-0.000446

0.000041
-0.000497

Vdev
v(Vdev)

-2.2
2.6

-0.5
-0.8
-1.2

2.5
-0.1
-0.7
-1.3
-4.2

3.8
-0.3

^
-0.032 ±0.014

0.040 ±0.015
-0.008 ±0.013
-0.019 ±0.014

-0.114 ±0.014
0.038 ±0.014

-0.008 ±0.014
-0.014 ±0.013
-0.034 ±0.014
-0.057 ±0.014

0.023 ±0.014
-0.038 ±0.014

Vpull
<T(»pull)

-2.3
2.8

-0.6
-1.4
-8.0

2.8
-0.6
-1.0
-2.5
-4.1

1.6
-2.7

^
0.989 ±0.011
1.033 ±0.011
0.946 ±0.010
0.950 ±0.009

1.004 ±0.010
0.961 ±0.010
0.964 ±0.010
0.944 ± 0.009
0.967 ±0.010
0.980 ±0.010
0.998 ±0.011
1.003 ±0.010

1 — &pull

&(°pull}

1.0
-3.0

5.5
5.3

-0.4
3.7
3.5
6.1
3.4
2.0
0.1

-0.3

Table 6.9: Test of the fitting procedure with 5,000 pseudo-experiments with 200,000 
events each. Two histograms are filled for each parameter: the deviation of the fitted 
value from the true value Pfn — ptrue, and the pull variable. The table lists results 
from a Gaussian fit to these histograms with parameters // for the mean and a for 
the variance. We denote with a(X] the error on parameter X.

Par

M
W
A
Jsig
T

stf-
f+
T_

T+

/++
T++

1^

0.000009
-0.000047

0.015228
0.000393

-0.003013
-0.002705

0.002719
-0.002225
-0.007018
-0.035678

0.003322
-0.037094

Hdev

0.6
-3.5

0.8
2.2

-1.6
-3.8
17.0
-6.5
-2.5

-24.2
20.2
-1.7

^pull

0.007 ±0.015
-0.121 ±0.014

0.014 ±0.014
-0.003 ±0.014

-0.084 ±0.014
-0.078 ±0.014

0.113 ±0.016
-0.076 ±0.013
-0.183 ±0.016
-0.372 ±0.015

0.229 ±0.012
-0.124 ±0.014

P-pull

vfapull)

0.5
-8.3

1.0
-0.2
-5.8
-5.5

7.3
-5.8

-11.2
-24.4

19.6
-8.9

W
1.028 ±0.010
0.971 ±0.010
1.022 ±0.010
1.006 ±0.010

0.981 ±0.011
1.011 ±0.011
0.837 ±0.011
0.935 ±0.010
0.847 ±0.011
1.006 ±0.013
0.804 ±0.012
0.698 ±0.008

l-*pull

"(Vpull)

-2.7
2.9

-2.1
-0.6

1.8
-1.1
15.3
6.8

14.1
-0.5
16.1
36.0

Table 6.10: Test of the fitting procedure with 5,000 pseudo-experiments with 1,023 
events each and parameter values according to B° ->• J/4> 4> data. Two histograms 
are filled for each parameter: the deviation of the fitted value from the true value 
Pfit - Ptrue, and the pull variable. The table lists results from a Gaussian fit to these 
histograms with parameters p, for the mean and o for the variance. We denote with 

the error on parameter X.
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Figure 6.2: Left: r/^ — rtrue distribution for 2,000 pseudo-experiments with 125 events 
each. Right: pull distribution for the same experiments.

than fitting a Gaussian we can use RMS/\/5,000 as an unbiased estimator of the 
standard deviation, which gives 0.0020. Therefore there is no significant bias for the 
lifetime and we do not assign any systematic uncertainty or apply any correction to 
the measured Bs lifetime.

We repeat the test for biases for our 10,516 B^ — >• J/ij; K± candidates, for which 
we generate 5,000 pseudo-experiments with 10,516 events according to the results of 
the data fit. Table 6.11 shows the result of this test. There is no significant bias in 
the lifetime parameter T. Table 6.12 shows the same result for B° — >• J/4> K*° from 
5,000 pseudo-experiments with 16,057 events and parameters according to the data 
fit. Again no bias is seen.

We have studied possible lifetime biases from the fitting procedure using many 
pseudo-experiments. No biases or significant systematic uncertainties are present.

6.6 Selection Cuts
In this section we study the dependence of the fitted lifetime on the cuts applied in 
the selection procedure. We analyse the following cuts:

• pr(B) cut

• pr(non-J/4>) cut

• Mass window of the cj) for B° ->• J/ip 4>

• Mass window of the K*° for B° -> J/\|> K*°

• Fit quality cut

(JLxy CUt
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Figure 6.3: Deviation (left) and pull (right) for the lifetime parameter T from 
5,000 pseudo-experiments with 1,023 events, generated according to the result of 
the B° —>• J/\J) 4> fit from data.

Par

M
W
A
Jsig
T

stf-
f+
T-

T+

/++
T++

P'dev

0.000003
-0.000010
-0.000597
-0.000042
0.000178
-0.000493

0.000064
-0.000281

0.001786
-0.005040

0.000749
0.014685

Vdev
v(Hdev)

0.4
-1.6
-0.1
-0.7
0.3

-2.6
2.3

-2.4
1.2

-7.2
7.0
3.2

/v«
0.008 ±0.014

-0.023 ±0.014
0.001 ±0.014

-0.011 ±0.014
-0.010 ±0.014

-0.036 ±0.014
-0.004 ±0.015

0.016 ±0.014
-0.057 ±0.015
-0.124 ±0.014

0.006 ±0.015
-0.062 ±0.015

MpuH
"(Hpull)

0.5
-1.6

0.1
-0.8
-0.7
-2.5
-0.3

1.2
-3.8
-8.6

0.4
-4.1

<v«
0.992 ±0.010
1.007 ±0.011
0.969 ±0.010
0.978 ±0.010

1.007 ±0.011
1.006 ±0.010
0.996 ±0.010
0.974 ±0.010
0.977 ±0.010
1.010 ±0.011
0.953 ±0.010
0.895 ±0.010

^-~ ffpull
<K*p«H)

0.8
-0.6

3.2
2.3

-0.7
-0.6

0.4
2.7
2.2

-1.0
4.5

10.2

Table 6.11: Test of the fitting procedure with 5,000 simulated experiments with 10,516 
events each and parameter values according to Bj —>• J/\J) K± data. Two histograms 
are filled for each parameter: the deviation of the fitted value from the true value 
Pfit — Ptrue, and the pull variable. The table lists results from a Gaussian fit to these 
histograms with parameters \i for the mean and o for the variance. We denote with 

the error on parameter X.
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Par

Al
W
A
Jsig
T

stf-
f+
T_
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/++
T++
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-0.000003

0.001874
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0.000441
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-0.002 ±0.014

-0.004 ± 0.014
-0.022 ± 0.014
-0.007 ±0.014

0.026 ±0.014
-0.056 ±0.015
-0.093 ±0.014

0.000 ±0.015
-0.089 ±0.016

Vpull
v(Hpull)

-0.8
-1.6
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-0.3
-1.6
-0.5
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-3.7
-6.5
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-5.7

<w
0.983 ±0.010
1.003 ±0.011
0.979 ±0.010
0.972 ±0.010

0.966 ±0.010
0.986 ±0.010
1.000 ±0.010
0.972 ±0.010
0.943 ±0.010
1.011 ±0.011
0.998 ±0.011
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l—<7pull

cr ( crpull)

1.6
-0.3

2.2
2.9
3.3
1.4

-0.0
2.9
5.9

-1.0
0.2
4.6

Table 6.12: Test of the fitting procedure with 5,000 simulated experiments with 16,057 
events each and parameter values according to B^ —>• J/4> K*° data. Two histograms 
are filled for each parameter: the deviation of the fitted value from the true value 
Pfit — Ptrue, and the pull variable. The table lists results from a Gaussian fit to these 
histograms with parameters /z for the mean and o for the variance. We denote with 
cr(.Y) the error on parameter X.

The transverse momentum cuts for the B meson and the non-J/ij> component are 
correlated and are studied simultaneously. Table 6.13 shows the fitted lifetime for each 
pair of cut values (pT(B),p^(non-J/i|>)) in an appropriate range around the nominal 
cut values. Horizontally the pr (non-J/4>) cut varies from 1.5 GeV/c to 3.0 GeV/c, 
and vertically the cut value of pr(B) changes from 4.5 GeV/c to 7.5 GeV/c. All 
other cuts are fixed to their nominal value. The samples defined by different cut pairs 
largely overlap, which correlates the fitted lifetime results. We see that the mean 
value of the fitted lifetime remains acceptably stable under cut variations.

To determine the other systematic effects we fix all cuts to their nominal values 
and vary only the cut in question within a reasonable range. The nominal lifetime is 
compared to the lifetime at different cut values. Because the sample size and compo­ 
sition change when adjusting the cuts, there is a statistical component in the lifetime 
variation which should be separated from the systematic effect being analysed. This 
separation task is not well-defined. With caution we use the following prescription:

Let us assume that the studied cut value is a tighter cut than the nominal cut. 
Then the sample we get with the nominal cut, which we denote with Af, comprises 
completely the sample we get with the studied cut, which we will call C. We then 
perform the lifetime fit on both samples and get as lifetime TN ± ON for sample AT 
and TC ±&c respectively for sample C. We are interested in the change of the lifetime 
due to the sample composition, i.e. AT = TC — TN- For its statistical significance we 
have to calculate the statistical error on Ar. This is a non-straightforward task as
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4.5
5.0
5.5
6.0
6.5
7.0
7.5

1.628 ± 0.045
1.617 ± 0.046
1.583 ± 0.045
1.599 ± 0.047
1.618 ± 0.046
1.618 ± 0.047
1.637 ± 0.048

1.631 ± 0.045
1.618 ± 0.045
1.605 ± 0.044
1.614 ± 0.046
1.632 ± 0.047
1.639 ± 0.048
1.652 ± 0.051

2.0
1.634 ± 0.046
1.626 ± 0.047
1.610 ± 0.046
1.609 ± 0.047

1.623 ± 0.048
1.630 ± 0.050
1.640 ± 0.053

2.25
1.640 ± 0.049
1.634 ± 0.049
1.617± 0.049
1.616 ± 0.049
1.625 ± 0.050
1.643 ± 0.051
1.649 ± 0.054

2.5
1.648 ± 0.051
1.640 ± 0.051
1.627 ± 0.050
1.621 ± 0.051
1.633 ± 0.052
1.650 ± 0.053
1.657 ± 0.055

2.75
1.633 ± 0.053
1.636 ± 0.053
1.623 ± 0.052
1.618 ± 0.053
1.630 ± 0.054
1.645 ± 0.055
1.639 ± 0.056

3.0
1.640 ± 0.055
1.64* ± 0.056
1.646 ± 0.055
1.632 ± 0.056
1.649 ± 0.057
1.667 ± 0.057
1.659 ± 0.058

Table 6.13: Cut variation of pT (B) (horizontal) and pT (non-J/iJ>) (vertical) for the 
Bj ~^ J/"1^ K* decay mode. All other cuts are kept to their nominal value. In bold 
face the nominal cut value pair.

sample C is fully contained in sample A/", which correlates the errors ac and ON .
Suppose we have the two statistically independent samples C and N\C? with 

fitted lifetime results TC ± GC and TN\C =t &N\C- Combining those two independent 
measurement then yields

1 11

Then we can write

2°C
(TC - TN\C ) . (6.6)

The error a&T can be obtained by propagating the errors through, and expressing 
afterwards <7w\c with ac and

(6.7)

This expression has the sensible behaviour that if sample Af and C are identical, then 
OAT = 0. It was assumed that we use a cut tighter than the nominal cut. This 
prevents the radicand of the square root to be negative, as <Jc > ON- However, in 
our fit we have the interplay between signal and background, and fluctuations in the 
signal fraction parameter fsig can in principle yield to GC < ON- Although as it turns 
out that this extreme case never happens in our study, fluctuations can sometimes 
lead to too small error bars. For this reason we have to cautiously interpret the result. 
Rather than taking a single deviation too serious we look for significant trends under 
cut variations.

In case the cut is looser than the nominal cut, we have the reverse situation and 
a similar calculation yields:

- (oc/oN ) 2 . (6.8)

Figure 6.4 shows the variation of cuts pr(K), pr(Bu ), vertex fit quality, and o(Lxy ). 
The error bars are determined with the procedure just described and only make sense 
when referred to the value obtained with nominal cuts, which is indicated by a vertical

3 i.e. M without C
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Figure 6.4: Lifetime result for Bj —>• J/i|> K± under variation of different cut values, 
while keeping all other cuts on their nominal value. The error bars are with respect to 
the nominal cut, which is indicated by a vertical line. The error of the measurement 
under nominal cuts is shown as a grey (yellow) horizontal band.
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line. The original error of the fit with nominal cut values is shown as a grey (yellow) 
band. We do not see significant deviations or trends, apart from few deviations which 
could be due to statistical fluctuations of the signal fraction fsig . We do not assign 
a systematic uncertainty due to variations of the cut values studied, but rather treat 
these studies as cross-checks of the measurement.

4.5
5.0
5.5
6.0
6.5
7.0
7.5

2.00
1.468 ± 0.060
1.465 ± 0.062
1.467 ± 0.061
1.506 ± 0.062

1.511 ± 0.066
1.530 ± 0.065
1.519 ± 0.071

2.25
1.469 ± 0.061
1.481 ± 0.062
1.478 ± 0.064
1.517 ± 0.063
1.526 ± 0.064
1.535 ± 0.069
1.520 ± 0.071

2.50
1.455 ± 0.066
1.469 ± 0.063
1.472 ± 0.064
1.519 ± 0.064
1.522 ± 0.065
1.529 ± 0.068
1.512 ± 0.070

2.75
1.488 ± 0.066
1.500 ± a.067
1.510 ± 0.069
1.552 ± 0.066
1.549 ± 0.068
1.515 ± 0.071
1.527 ± 0.075

3.00
1.492 ± 0.069
1.500 ± 0.069
1.506 ± 0.070
1.547 ± 0.069
1.560 ± 0.070
1.521 ± 0.074
1.529 ± 0.076

Table 6.14: Cut variation of PT(B) (horizontal) and pT(non-J/ij>) (vertical) for the 
Bj —>• J/4> K*° decay mode. All other cuts are kept to their nominal value. In bold 
face the nominal cut value pair.

We repeat the cut variations for the other two decay modes. Table 6.14 and figure 
6.5 contain the result of the study for Bj —> J/4> K*°. We note two technical differ­ 
ences to the Bj —>• J/4> K± case. Firstly, cut values for p^K*0 ) smaller than 2 GeV/c 
are technically challenging due to big combinatorial background. We therefore only 
increase the cut value. Secondly, the procedure of choosing the KTT assignment closest 
to the current world average K*° mass influences our selection procedure. Technical 
limitations force us to select a sample with the loosest possible cuts, followed by 
applying the KTT procedure. All other cuts are applied later. Correctly, the KTT pro­ 
cedure should be applied after all other cuts have been applied. The complexity of 
the technical implementation of this order makes us prefer the wrong order, which we 
expect to have only a small effect. Using nominal cut values we see 103 candidates 
less than with the correct order, and the lifetime comes out to be (1.511 ± 0.066) ps 
rather than (1.510 ± 0.065) ps; indeed a small effect. Again, we are not able to see 
any significant trend or deviations.

4.5
5.0
5.5
6.0
6.5
7.0
7.5

1.50
1.358 ± 0.124
1.371 ± 0.130
1.326 ± 0.130
1.334 ± 0.131
1.331 ± 0.136
1.329 ± 0.140
1.347 ± 0.149

1.75
1.313 ± 0.123
1.320 ± 0.128
1.327 ± 0.130
1.334 ± 0.135
1.344 ± 0.135
1.339 ± 0.140
1.343 ± 0.146

2.00
1.290 ± 0.126
1.291 ± 0.130
1.288 ± 0.137
1.292 ± 0.130

1.314 ± 0.138
1.338 ± 0.142
1.339 ± 0.148

2.25
1.342 ± 0.146
1.349 ± 0.162
1.337 ± 0.152
1.354 ± 0.142
1.360 ± 0.149
1.368 ± 0.152
1.366 ± 0.157

2.50
1.400 ± 0.160
1.412 ± 0.171
1.394 ± 0.154
1.409 ± 0.150
1.417 ± 0.152
1.444 ± 0.169
1.435 ± 0.163

1.494 ± 0.182
1.485 ± 0.180
1.450 ± 0.169
1.457 ± 0.174
1.461 ±0.171
1.487± 0.179
1.491 ± 0.184

Table 6.15: Cut variation of pT (B) (horizontal) and pT (non-J/\Jj) (vertical) for the 
B° —>• J/\|) cj) decay mode. All other cuts are kept to their nominal value. In bold 
face the nominal cut value pair.

We repeat the cut variations for the B° —>• J/ip cf) data, shown in table 6.15 and 
figure 6.6. Again we do not assign any systematic uncertainty due to the studied cut 
variations.
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Figure 6.5: Lifetime result for B°d -> J/i^> K*° under variation of different cut values, 
while keeping all other cuts on their nominal value. The error bars are with respect to 
the nominal cut, which is indicated by a vertical line. The error of the measurement 
under nominal cuts is shown as a grey (yellow) horizontal band.
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Figure 6.6: Lifetime result for B° -)• J/\|> (J) under variation of different cut values, 
while keeping all other cuts on their nominal value. The error bars are with respect to 
the nominal cut, which is indicated by a vertical line. The error of the measurement 
under nominal cuts is shown as a grey (yellow) horizontal band.
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6.7 Cross-Check with Realistic Simulation
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Figure 6.7: Result of a Gauss-convolved exponential fit to realistically simulated 
—>• J/i|) K± events. The input value is r = 1.64 ps.

In this section we verify that the reconstruction procedure, trigger, or detector 
acceptance do not introduce any bias in the extracted lifetime. For this reason we 
perform a lifetime measurement on a sample of realistically simulated Bj —> J/i|> K^1 
decays. The sample is described in more detail in appendix B. The combinatorial 
background of this sample is negligible. It is therefore appropriate to fit a simple 
Gauss-convolved exponential to the proper decay time distribution of the sample. 
The result is shown in figure 6.7 The fitted value statistically agrees well with the 
true input value of r = 1.64 ps.

6.8 Kn Assignment Ambiguity
In section 4.3 we describe our selection procedure of B°d ->• J/\|> K*°. In case two 
candidates with opposite Kn mass assignment pass all cuts, we select the candidate 
whose Kn invariant mass is closer to the world average value of the K*° mass. The 
other candidate is discarded. In this section we study the procedure's influence on 
the fitted lifetime by comparison with a result obtained without discarding K*° candi­ 
dates. We keep all Kn mass assignments and change our fit model to accomodate the 
wrong mass assignments. We use information obtained from a sample of realistically 
simulated B Qd ->• J/iJj K*° data. By matching reconstructed tracks to the generated 
quantities on the particle level we have a means to distinguish between correct and 
incorrect Kn mass assignments. Figure 6.8 shows the invariant mass distributions 
for correct (left) and incorrect (right) Kn assignments, with a Gaussian plus first
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order polynomial fit. Of all candidates that pass in addition the mass window for 
the Bd mass, 772/(2421 + 772) = 24.2 % are assigned incorrectly. Both distributions 
peak at the same mass, but their widths differ: the width of the incorrectly assigned 
candidates is bigger by a factor of 2.7.

o 
> 500

•2400
0)
Q.
(A
.£300

UJ
200

100
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H = 5.275 GeV/c? 
a= 9.9MeV/c? 
N = 2421
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u> 
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.£ 5°
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UJ
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Incorrect Kit 
M. = 5.266 GeV/c2 
a = 26.9 MeV/c2 
N= 779

Bd Simulation

5.25 5.3 5.35 5.4
Invariant Mass (GeV/c2)

Figure 6.8: B|j —> J/4> K*° Invariant mass distributions for correct (left) and incorrect 
(right) KTT assignments, with a Gaussian plus first order polynomial fit.

Figure 6.9 shows the fit result (Gauss-convolved exponential) to the correct can­ 
didates, and figure 6.10 to the incorrect candidates. Both obtained lifetimes are 
statistically in agreement with each other. This is expected as both KTT assignments 
share the same J/iJ) vertex and have the same transverse momentum (up to effects 
from energy corrections, which are only of the order 10 MeV/c). Also, the lifetimes 
agree well with the true input value of 1.54 ps.

To test the effect of our selection procedure on the signal lifetime, we abandon the 
procedure of selecting a particular mass assignment. Instead all mass assignments 
are selected. A simple change in our fit model can use all information obtained from 
the realistic simulation: Instead of a single Gaussian for the signal mass distribution 
we choose a weighted sum of two Gaussians:

(6.9)G(M, W) ->• 0.76 • G(M, \V) + 0.24 • G(M, 2.7 • \V)

Fitting the lifetime with such a model gives us a sense on how large the effect of the KTT 
mass assignment might be on the lifetime. Table 6.16 shows the result of this fit. We 
see that the central value of the lifetime has increased by 0.026 ps. Since the different 
selection procedure has increased the sample size from 920 to 1240 candidates, it is 
not clear whether this is a real systematic effect or a statistical effect. We take half 
the value of the deviation as systematic uncertainty: 0.013 ps (4 MJH).

6.9 Cross-Check: Background from Sidebands
As additional cross-check of our simultaneous mass and decay time fit, we perform 
the following procedure:
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Figure 6.9: Result of a Gauss-convolved exponential fit to realistically simulated 
B|5 —> J/4> K*° events, reconstructed with the correct Kn assignment. The input 
value is T = 1.54 ps.

6 8 10 12
Proper Decay Time t (ps)

r (1.576 ± 0.052) ps cr (472.6 ± 15.6) 
_St_____0.83 ±0.12

Figure 6.10: Result of a Gauss-convolved exponential fit to realistically simulated 
B^ -» J/ij) K*° events, reconstructed with the incorrect Kn assignment. The input 
value is T = 1.54 ps.
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M 
W 
A
J sig

(5.2740 ± 0.0006) GeV/c2 
(12.64 ±0.61) MeV/c2 
(-1.92 ±0.40) r2 /GeV 

0.061 ± 0.003 Nsig 1236.7 ± 54.9
______ (1.536 ± 0.058) ps cr (460.3 ± 17.4)

~S~i 1.33 ±0.01
/- 0.023 ± 0.002 yV_ 466.2 ± 47.4
/+ 0.106 ±0.007 /V+ 2123.7 ±135. 5
/++ 0.026 ±0.007 N++ 531.0 ±134.7
r_ (0.584 ±0.044) ps cr_ (175.2 ± 13.1)
r+ (0.429 ± 0.036) ps CT+ (128.7 ± 10.8)
T+ + (1.574 ± 0.210) ps CT++ (471.9 ± 63.1)

Table 6.16: Result of the combined mass and decay time fit for B[J — >• J/4> K*°, where 
the fit model is modified in order to include incorrectly assigned KTT candidates. 
Compare with our nominal result of r = 1.510 ps.

• Binned likelihood fit of the mass distribution, with free parameters M, W ', A 
and fsig . We define the signal region as [M - 3 W, M ± 3 W] and the sidebands 
as m < AI - 4 W and m > M + 4 W.

• Unbinned likelihood fit to the sideband candidates, with free parameters St , /_,

• Unbinned likelihood fit to the signal region, with free parameter r. All other 
parameters are fixed to the values determined by the previous two fits.

Figures 6.17, 6.18, 6.19 show the results of this procedure applied to the decay 
modes B* -» J/\J> K±, E°d -» J/\p K*°, and B° ->• J/\p 4), respectively. In the upper 
plots the proper decay time distribution is shown for the sidebands, which are indi­ 
cated as grey (green) area in the mass distribution on the right. The lower plots show 
the distribution for the signal region, where the parameters describing the background 
are set to the values obtained from the fit to the sidebands. The table summarises the 
resulting fit parameters for each step. We can reproduce roughly the results from the 
simultaneous mass and decay time fit (tables 5.1, 5.4, and 5.7), with small differences. 
In the following we discuss their significance.

The difference between this cross-check fit and our nominal fit is, that the cross­ 
check fit estimates the background only with the sideband events, which are roughly 
| of the total background. The nominal fit on the other hand uses the non-sideband 
region events as well to determine the background.

For B± -> J/\p K± (B° -> J/i|> cj)) the cross-check result is about 0.3 a (-0.3 a) 
away from the nominal fit value, which we do not consider significant given that we are 
not using about a third of the events for background estimation. In the B° — >• J/4> K*° 
case we see a 1 a deviation. Although 1 o seems significant under the circumstance
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Data
Fit
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

2468
Proper Decay Time t (ps)

5.2 5.25 5.3 5.35 5.4
Invariant Mass m (GeV/c 2)

Data
Fit
Signal Contribution
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

-2 2468
Proper Decay Time t (ps)

5.2 5.25 5.3 5.35 5.4
Invariant Mass m (GeV/c 2)

M 
W 
A
Jsig

(5.2747 ± 0.0007) GeV/c2 
(14.45 ± 0.77) MeV/c2 
(-0.65 ± 0.59) c2 /GeV

(0.142 ±0.007) Ns 1495.9 ± 74.4
r (1.633 ± 0.047) ps CT (489.7 ± 14.0)

f-
1.36 ±0.02 

0.015 ± 0.003 N- 
0.107 ±0.008 N+ 
0.016 ±0.006 

(1.508 ±0.217) ps 
(0.523 ± 0.061) ps cr+ 
(2.590 ± 0.592) ps cr++

158.6 ± 27.5
1124.6 ± 87.7

164.5 ± 63.3
(452.0 ± 65.2) Lim
(156.9 ± 18.4) Ltm

(776.6 ± 177.4) Lim

Table 6.17: Result of the separate fit to mass distribution, sidebands and signal region 
for Bj —> J/\p K± data. Compare with our nominal result of r = 1.623 ps.
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Data
Fit
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

2468
Proper Decay Time t (ps) Invariant Mass m (GeV/c

Data
Fit
Signal Contribution
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

-2 2468
Proper Decay Time t (ps) Invariant Mass m (GeV/c )

M 
W 
A
Jsig
T

stf- 
/+/++
r_
T+ 

T++

(5.2729 ± 0.0012) GeV/c2 
(11.41 ± 1.15) MeV/c2 
(-1.38 ±0.45) c2 /GeV 

(0.047 ±0.005)
(1.571 ± 0.064) ps

1.31 ±0.02 
0.029 ± 0.004 
0.113 ±0.008 
0.028 ± 0.007 

(0.503 ± 0.047) ps 
(0.439 ± 0.040) ps 
(1.684 ±0.226) ps

•L*sig

CT

N-
N+ 
N++
CT-

CT+ 

CT++

762.7 ± 74.6
(471.1 ± 19.3) M-m

465.6 ± 60.8 
1808.3 ± 133.6 
444.2 ± 113.5 

(150.8 ± 14.1) Lim 
(131.6 ± 12.1) Lim 
(504.9 ± 67.8) urn

Table 6.18: Result of the separate fit to mass distribution, sidebands and signal region 
for Bjj ->• J/4> K*° data. Compare with our nominal result of r = 1.510 ps.
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2L 
<§
TO•o

Data
Fit
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

-4 -2 2468
Proper Decay Time t (ps)

5.25
Invariant Mass m (GeV/c )

Data
Fit
Signal Contribution
Prompt Background
Neg. Background Tail
Pos. Background Tail
Long-Lived Pos. Tail

•2 2468
Proper Decay Time t (ps)

5.25 5.3 5.35 5.4 5.45 5.5
Invariant Mass m (GeV/c 2)

M 
W 
A
Jsig

(5.3598 ± 0.0016) GeV/c2
(11.02 ±1.65) MeV/c2
(-1.22 ±1.28) c2 /GeV

(0.140 ±0.018) 142.9 ± 18.5
T (1.268 ±0.124) ps CT (380.2 ± 37.0) Ltm
St 
f-

r_

1.46 ±0.06
0.020 ±0.011
0.123 ±0.022
0.006 ± 0.007

(0.606 ± 0.267) ps
(0.625 ±0.127) ps
(4.311 ±3.479) ps

N-
N+

CT-

CT+

CT++

20.8 ± 11.7
125.4 ± 22.1

5.7 ± 7.4
(181.8 ± 80.0) ^m
(187.3 ± 38.0) M-m

(1292.5 ± 1043.0) Ltm

Table 6.19: Result of the separate fit to mass distribution, sidebands and signal region 
for B[J -> J/i|j cj) data. Compare with our nominal result of T = 1.314 ps.
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of largely correlated samples, we have to examine whether we want to attribute a 
systematic uncertainty due to this effect.

For B° — >• J/ip K*° we expect the wrong Kn assignments to slightly distort the 
background shape in the signal region, which then would affect the cross-check fit and 
the nominal fit in a different way. It is clear that the interplay between long-lived 
background and signal in the signal region influences the value of the fitted lifetime 
and could easily contribute the 1 a effect we see. On the other hand we believe that 
our nominal fit model estimates the background better than the cross-check model. 
Keeping in mind that we have already assigned a systematic uncertainty due to the 
KTI assignment ambiguity in section 6.8, we do not assign a systematic uncertainty 
due to the difference we see between the cross-check and our nominal fit result.

6.10 Simultaneous Fit to Sideband and Signal Re­ 
gions

In order to further cross-check our fit, we perform a decay time fit simultaneously for 
the sideband and signal regions. This technique can be regarded as a modification of 
our main fit by replacing the continuous mass variable by a discrete variable taking 
three values: signal, sideband, or neither. This is of interest because possible corre­ 
lations between measured mass and decay time have less impact on the fit, because 
sideband and signal regions are well-defined, and the event-by-event mass information 
is only used to classify events according to those regions.

As in section 6.9, we perform a binned likelihood fit to the mass distribution, 
with free parameters M, W , A and /s;ff , to be able to define the signal region as 
[AI - 3 H; M + 3 W] and the sidebands as ra < M - 4 W and m > M + 4 W.

We then fit to proper decay time simultaneously for the sideband and signal 
regions. We use a modification of equation 5.2 to define the probability function per 
event:

(6.10)
1 - fsi 

+ ^(signal or sideband) • ——— — — — • Fbk (t, at ) ,

where 0 is 1 if the event belongs to the region specified in its argument, and 0 other­ 
wise.

Tables 6.20, 6.21, and 6.22 display the results of this fit applied to the three decay 
modes. They differ only marginally from our main results (tables 5.1, 5.4, and 5.7), 
which leads us to declare the cross-check successful.

6.11 Cross-check: Stability Over Time
In order to check the time stability of our results we have divided the data into two 
approximately equal sized parts: a set of early data and a set of later data. Each
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M (5.2747 ± 0.0007) GeV/c2
W (14.45 ±0.77) MeV/c2
A (-0.65 ± 0.59) c2 /GeV

0.144 ±0.004 N8ig _______ 1518.6 ± 47.0______
r ________ (1.613 ± 0.050) ps cr (483.5 ± 14.9) 
5t 1.35 ±0.02
/_ 0.017 ±0.002 7V_ 181. 8 ±23. 5 
/+ 0.103 ± 0.009 N+ 1084.0 ± 90.0 
/++ 0.030 ± 0.008 7V++ 313.4 ± 83.3 
r_ (1.047 ± 0.116) ps cr_ (314.0 ± 34.9) \im 
T+ (0.466 ± 0.055) ps cr+ (139.8 ± 16.4) urn 
r++ (1.968 ± 0.286) ps cr++ (589.9 ± 85.7)

Table 6.20: Result of the simultaneous lifetime fit in signal and sideband regions for 
— >• J/\[) K± data. Compare with our nominal result of r = 1.623 ps.

M (5.2729 ± 0.0012) GeV/c2 
VF (11.41 ± 1.15) MeV/c2 
.4 (-1.38 ±0.45) c2 /GeV

0.056 ± 0.003 Ntf 900.3 ± 42.6_________
r (1. 537 ± 0.067) ps cr (460.9 ± 20.0) 

~^t 1.32 ±0.01
/_ 0.024 ± 0.003 TV- 378.5 ± 41.2 
'f+ 0.109 ± 0.008 N+ 1750.6 ± 123.0 
/++ 0.031 ± 0.008 N++ 496.3 ± 123.5 
r_ (0.614 ± 0.048) ps cr_ (184.1 ± 14.4) 
r+ (0.454 ± 0.041) ps cr+ (136.0 ± 12.2) 
r++ ______ (1.604 ± 0.196) ps cr++ (481.0 ± 58.8) \im

Table 6.21: Result of the simultaneous lifetime fit in signal and sideband regions for 
B^ -* J/\l) K*° data. Compare with our nominal result of r = 1.510 ps.
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1\1 
\v
A
Jsig
T

stf-
/+

(5. 3598 ±0.0016) GeV/c2 
(11. 02 ±1.65) MeV/c2 
(-1.22 ±1.28) r'2 /GeV 

0.122 ±0.013
(1.311 ±0.143) ps

1.45 ±0.05 
0.021 ±0.011 
0.128 ±0.022 
0.011 ±0.013 

(0.550 ±0.218) ps 
(0.544 ±0.136) ps 
(2. 873 ±1.866) ps

1* sig

CT

N-
N+

CT-

CT+

124.3 ± 13.5
(392.9 ± 43.0) urn

21.4 ± 11.3 
131.0 ± 22.9 

10.8 ± 13.3 
(165.0 ± 65.3) |am 
(163.0 ± 40.8) (am 

(861.3 ± 559.4) p-m

Table 6.22: Result of the simultaneous lifetime fit in signal and sideband regions for 
B° —>• J/\J) cj) data. Compare with our nominal result of r = 1.314 ps.

dataset corresponds to an integrated luminosity of about 67 pb^ 1 . Since the data 
was taken during a period when the luminosity was gradually increasing, the early 
dataset contains many runs with on average smaller luminosity, and the later one 
with higher luminosity. Figure 6.11 compares the fitted lifetime for the two datasets, 
for all three decay modes. The results for the first half of the data are statistically 
compatible with the second half.

6.12 Summary

Systematic Effect
Alignment
Beam Spot Size
Resolution Function
Background Model
Fitting Procedure
Event Selection
KTT assignment
Total

Bj -> J/i^ K±
±0.017

negligible
±0.010

negligible
negligible
negligible

n/a
±0.020

B°d -> J/o|> K*°
4— same
i— same
^— same
4— same
4- same
4— same
±0.013
±0.024

Bs° -> J/ip 4>
•(— same
«— same
^— same
^— same
4— same
«— same

n/a
±0.020

Table 6.23: Summary of systematic uncertainties on the measured lifetime r (ps).

Table 6.23 summarises the studied systematic effects and their resulting uncer­ 
tainty on the measured lifetime r. The biggest effects come from residual silicon mis­ 
alignments and from the choice of resolution function. In the decay B^ -> J/4> K*°



6.12 Summary 125

1.1 1.2 1.3 1.4 1.5 1.6 1.7
Bu Lifetime (ps)

i . I

i .... i

1.1 1.2 1.3 1.4 1.5 1.6 1.7
Bd Lifetime (ps)

1.1 1.2 1.3 1.4 1.5 1.6 1.7
Bs Average Lifetime (ps)

Second Half of Data

First Half of Data

Total Data
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Figure 6.11: Fitted lifetime of Bu , Bd and Bs (from top to bottom) for two different 
parts of the data.
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also the KTT ambiguity contributes a big systematic uncertainty. The last line of the 
table adds up all the contributions in quadrature to the total systematic uncertainty.



Chapter 7

Summary and Conclusions

We have performed a measurement of the average Bs lifetime using the exclusive 
decay mode B° ->• J/ij; 4>. Our result is

r(Bs ) = (1.3ll°;}S(stat.)±0.02(syst.)) ps (7.1)

As cross-checks we measured the lifetime of similar, but higher statistics B meson 
decay modes, such as B* -> J/iJ; K± and Bjj ->• J/4> K*°. We get

r(Bu ) = (1.623 ±0.048(stat.)±0.020(syst.)) ps
r(Bd ) = (1.510 ± 0.065(stat.) ± 0.024(syst.)) ps (7.2)

We note that all three measurements are dominated by their statistical error. Due 
to the small amount of data most of the systematic studies we have performed could 
not reveal significant systematic effects. This might change in future measurements 
with more data. The statistical error will decrease and the systematic uncertainties 
will become more important. In addition, the same systematic studies might then 
point out significant systematic effects.

We can calculate the lifetime ratio r(Bu )/r(Bd ), where some of the common sys­ 
tematic uncertainties cancel. Our measurements result in

r(Bu )/r(Bd ) - 1.075 ± 0.056(stat.) ± 0.017(syst.) , (7.3)

where we propagated the uncertainties taking into account correlations. Since the 
systematic errors are largely correlated, we split the systematic uncertainty on r(Bd ) 
into a part common to both lifetimes (0.020 ps), and a part unique to r(Bd ) (0.013 ps). 
The result is consistent with the current theory prediction of r(Bu )/r(Bd ) = 1.05 ± 
0.02 (see equation 1.17). A comparison with the theory prediction of the lifetime 
ratio r(Bs )/r(Bd ) is not meaningful, as our measured average Bs lifetime Taverage = 
fcp+ • TCP+ + (1 — fcp+) ' TCP- is m general not the same as the mean lifetime
T = n/rs .

Figure 7.1 puts the lifetime measurements into perspective with the current world 
average values [12], and in the Bs case, with a former measurement of CDF [51] using 
the same decay mode. There is good agreement between all measurements within
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their uncertainties. It has been noted that all lifetimes of this analysis come out 
somewhat smaller than the current world averages. With the current small datasets 
we cannot make any conclusions whether this is a systematic effect or pure acci­ 
dent. We have studied, to our knowledge, all sources of systematic effects and believe 
that our assigned systematic errors provide the best estimate on the uncertainties to 
possible systematic effects. In the Bs case the small measured lifetime could be an 
indication that the decay Bj? —>• J/4> 4> has a large CP even component and therefore 
predominantly decays via its Bg hort component. An angular analysis similar to [43] 
could be performed to support this hypothesis.



1.56 1.58 1.6 1.62 1.64 1.66 1.68 1.7
Bu lifetime (ps)

1.421.441.461.48 1.5 1.521.541.561.58 1.6

Bd lifetime (ps)
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This Analysis

PDG [12], World Average

This Analysis

PDG [12], World Average

1 1.1 1.2 1.3 1.4 1.5 1.6
Average Bs lifetime (ps)
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CDF [51], B°

PDG [12], World Average

Figure 7.1: Comparison between the lifetimes of Bu , Bd and Bs (from top to bottom) 

measured in this analysis and the current world average values [12]. In addition, for 

go __>. j/^ ^ a former CDF measurement on run 1 data [51] using the same decay 

mode is shown. The error bars are statistical (inner error bar) and statistical ® 

systematic (total error bar) added in quadrature.
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Appendix A

Charged Current Interactions in 
the Standard Model

In the Standard Model flavour changing stems from charged current interactions in 
the quark and lepton sectors, involving the charged SU(2) L gauge bosons W± [I]. In 
the mass basis the relevant parts of the Lagrangian have the form

-C(v± = -uLffV!jKHdLj Wt + h.c. , (A.I)

-C'w± = J-vLi>feuW2 + h.c. , (A.2)

with g as the weak coupling, and uii, d^ representing up- and down-type quarks, 
respectively, of generation 2 = 1,2, 3, and e^, vLi electrons and neutrinos of generation 
i. The Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix [86] is a unitary 3x3 
matrix with 4 independent physical parameters: three real angles and one complex 
phase. This phase allows CP violation in the Standard Model.

The experimentally found hierarchy of CKM matrix elements - diagonal ele­ 
ments being close to one and small off-diagonal elements - is reflected in the popular 
Wolfenstein Parameterisation [13], which uses 4 parameters A, A, p, r\ and ap­ 
proximates VCKAI up to O(X3 ):

i vud vus vub \ ( i - £ A A\\P - in)
VCKM=\ Vcd Vcs Vcb w -A l-£ AX2 

\Vtd Vts Vtb ) \A\\l-p-irf) -AX2 I
(A-3)

The current experimental values can be found in [14]. The parameter A is the cosine 
of the Cabibbo mixing angle and is found to be A = cos0c = 0.2196 ± 0.0026.
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Appendix B

Optimisation of Transverse 
Momentum Selection Cuts

We describe in this section the procedure to find the optimal minimal values for the 
total B meson transverse momentum, as well as that of the non-J/ij; component. 
These cuts are optimised in an unbiased way to get the smallest statistical error on 
the background subtracted signals. The B candidates which are most important in 
determining the lifetime are those with a value of proper decay time t larger than our 
ct resolution (about 60 M-m)- We therefore choose the PT cuts in a way that the error 
on the signals with ct > 60 p.m is minimised, or equivalently, the quantity S2 /(S + B) 
is maximised. In this context S (B} denotes the number of signal (background) 
candidates. The motivation for maximising S2 /(S + B) is, that the square-root of 
this quantity has a statistical meaning: it is the number of signal events (S] compared 
to a Icr fluctuation of the whole sample (\/S + B).

In the optimisation procedure we use for the signal a simulated sample, which 
describes the data reasonably well. This ensures an unbiased selection. For the back­ 
ground it is preferred to use real data, since no simulated background sample exists 
that would describe the data sufficiently well. We consider pr(B) > 4 GeV/c and 
pT (non-J/4>) > 1 GeV/c as reasonable starting point (loosest cuts) of the optimisa­ 
tion procedure. After requiring a proper lifetime of ct > 60 p.m we are left with a 
very small number of background events in the Bs case. For this reason we optimise 
the cuts for the Bj —>• J/i|> K± decay mode instead, and apply the same cuts to the 
B° —>• J/4> 4> and Bjj —>• J/4> K*° modes. Bearing in mind that the kinematics of the 
B meson and the non-J/\J; component is similar for all three decay modes, and that 
the choice of cuts is unbiased, this seems like a reasonable approach. In addition 
using the same cuts for all three decay modes facilitates comparisons.

As signal region we define a window of ±40 MeV/c2 (approximately 3 o of the B 
peak observed in data) around the world average B + mass of 5,279.1 MeY/r2 . The 
number of signal events in this region, <S, as a function of PT cuts is obtained from a 
simulated signal sample. The number of background events in the signal region, B, is 
obtained from data by integrating the fitted background distribution over the region 
in question.
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The signal sample is generated with the software Bgenerator [87], which gen­ 
erates single B+ mesons according to the b quark transverse momentum - rapidity 
distribution calculated in [88], and a subsequent fragmentation according to Peterson 
fragmentation [89]. :

The B + mesons are subsequently forced to decay into J/U^ K+ , J/oj) ->• H+M-~. 
The resulting events are put through a parametric trigger simulation [90] and the 
full GEANT detector simulation [91], [92]. Obviously our procedure relies on the 
fact that the simulation describes the data well. Figure B.I shows on the left the 
invariant mass of B candidates with pT (E) > 4 GeV/r and pT (non-J/\J;) > 1 GeV/c, 
for data and simulated signal candidates. The simulated sample is normalised to the

Invariant Mass m (GeV/c )

Data 

Simulation

10'

10 -

-4-202 468
Proper Decay Time t (ps)

Figure B.I: Data-Simulation comparison of invariant mass (left) and proper decay 
time (right) for Bj —>• J/i|) K* candidates.

number of signal events in data as extracted from a fit (single Gaussian + linear 
background). The simulated peak is slightly shifted by about 4 MeV/c2 and has a 
width (12 MeV/c2 ) much narrower than the peak in data (15 MeV/c2 ). But since the 
signal region covers nearly the whole peak these differences should not influence our 
optimisation procedure. On the right we see the proper lifetime distribution for the 
same candidates. For long positive lifetimes we see the expected agreement between 
data and simulation. For shorter lifetimes we see the effect of background in the data, 
which does not exist in the simulated signal sample.

Figure B.2 proves that indeed the quantities of merit agree reasonably well between 
data and simulation. Transverse momenta pr(B) and pr(non-J/\p) as well as proper 
lifetime t are shown, for sideband subtracted data and signal simulation. The sideband 
subtraction procedure works the following way: The sidebands are chosen to be the

x The Peterson parameter EB = 0.006 is used.
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4.U
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0

1.00
677 ± 10
729 ±11
775 ± 12
820 ± 13
847 ± 14
865 ± 15
875 ± 15
860 ± 16
835 ± 15

1.25
838 ± 13
882 ± 14
919 ±15
957 ±16
969 ± 16
970 ± 16
967 ±17
938 ±17
901 ± 16

1.50
950 ± 15
984 ± 16
1015 ±16
1041 ± 17
1046 ± 17
1036 ± 17
1020 ± 17
986 ± 17
934 ± 16

1.75
1019 ±16
1043 ± 17
1063 ± 17
1079 ± 18
1075 ± 18
1058 ± 18
1032 ± 17
987 ±17
931 ± 16

2.00
1051 ± 17
1068 ± 17
1079 ± 18
1087 ±18
1079 ± 18
1063 ± 17
1029 ± 17
983 ± 16
931 ± 16

2.25
1033 ± 17
1046 ± 17
1051 ± 17
1055 ± 17
1048 ± 17
1030 ± 17
994 ± 16
947 ± 16
896 ± 15

2.50
1002 ± 17
1008 ± 17
1015 ±17
1016 ±17
1011 ±17
993 ± 16
957 ± 16
910 ±15
870 ± 14

Table B.I: The quantity S2 /(S + B) is optimised in th two cut variables: minimum 
pT cut for the non-J/4> in horizontal direction (1.0 - 2.5 GeV/c) and for the B in 
vertical direction (4.0 - 8.0 GeV/r). The maximum value is highlighted in bold face.

interval 5,155 MeY/c2 to 5,405 MeV/r2 without a ±60 MeV/c2 window around the 
world average B+ mass of 5,279.1 MeV/c2 . We subtract from the pr(B) distribution 
of the signal region the pr(B) distribution of the sideband region, which we normalise 
to the number of background events expected in the signal region. 2 This gives the 
pr(B) distribution as expected for the signal only. We repeat the procedure for the 
pr(K) and proper decay time distribution.

Table B.I shows the quantity S2 /(S + B) for different transverse momentum cuts 
on the non-J/iJ) (horizontal direction, 1.0—2.5 GeV/c) and on the B (vertical direction, 
4.0—8.0 GeV/c). The optimal value is high-lighted and corresponds to p:r(non-J/4>) > 
2 GeY/c and pr(B) > 5.5 GeV/c. We observe negligible, non-significant variations 
on those values when varying the Lxy cut between nought and 100 (J.m. Similar 
cut optimisations have been performed at earlier stages of the analysis ([93], [94]), 
with less data for background and less accurate simulation. They resulted in higher 
central values for the pr(B) cut: 6.5 GeV/c for [93], and 7.2 GeV/c for [94], although 
statistically consistent with our result. The CDF collaboration internally has agreed 
on the values ;>r(non-J/4>) > 2 GeV/c and pr(B) > 6.5 GeV/r based on those studies, 
which we will use for this analysis from now on.

2 We get the expected number of background events in the signal region from a fit of a Gaussian 
plus first order polynomial to the mass distribution. Integrating the first order polynomial over the 
signal range gives the number of expected background events in the signal region.
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Figure B.2: Comparison between sideband subtracted data and signal simulation for 
the transverse momenta pT (B), pr(non-J/\p), and the proper lifetime t.



Appendix C 

Vertex Fit

In order to find 3-dimensional vertices for a given set of tracks and vertex topology, 
we perform a vertex fit with the ability of applying mass and pointing constraints 
[95]. For our analysis we do not use the pointing constraint option though. In the 
vertex fit the track parameters are varied in order to find the best set compatible 
with the given vertex topology. This procedure usually improves the mass resolution 
of the particle reconstruction.

In the case of a fit of n tracks to a common vertex xv the track parameters Ci, 0ot 5 
A z (i = l..n) and the vertex coordinates xv are taken as free parameters. The common 
vertex requirement then determines already the values for the track parameters d^ 
and ZQi. A \ 2 is formed of the residuals £ between the measured and fitted track 
parameters. Each track i gives a contribution

with
Ado,- 

\

(C.I)

Gj l being the track error matrix and dm, z^ depending fully on Ci, </>o; and AQ^. The 
error matrix G^ 1 should in principle be taken at the vertex xv , to incorporate multiple 
scattering correctly. For higher energetic tracks and for short decay distances, where 
the decay takes place inside the beam pipe, this effect is negligible and the error 
matrix can be taken at the point of closest approach to the origin.

The number of degrees of freedom n^/ for such a fit is the number of measured 
track parameters minus the number of free parameters. The number of measured 
track parameters is 5 for each track, and the number of free parameters is 3 per track 
and 3 per vertex. With ntracks and nvertices being the number of tracks and vertices, 
we get:

+ (-* I V?1f>T''f'1 f^f* Q / ^^~ ^ * «' / T f~l fiC Q t/o/tt-C-oO/ i/UC-A/O

In the case where several tracks originate from an intermediate resonance1 whose 
width is much smaller than its experimental mass resolution, a mass constraint helps
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to improve1 the mass resolution. Mass constraints are included in the fit with Lagrange 
multipliers giving a \ 2 contribution

xLss = M^2 -^u) , (c.3)
where ^ is the Lagrange multiplier, AI(] is the exact mass of the resonance, and M is 
the invariant mass of the vector sum of all tracks originating from this resonance at 
the vortex xv :

The energy EI is calculated from the momentum of the track under a certain particle 
hypothesis. Since a mass constraint constrains the momenta on a vertex to a certain 
mass, it makes the free parameters dependent on each other and effectively decreases 
the number of free parameters by one. The number of degrees of freedom therefore 
goes up by one:

Wdof — ^'H'tracks ^^vertices < ^-^mass t V^'^v

where nmass is the number of mass constraints in the fit.
In our analysis we perform vertexing effectively only in the rcj) plane. A track i in 

the r$ plane has 3 parameters: Ci, 0ot and d0i . The common vertex requirement then 
already determines the value for d0i , so the number of free track parameters drops to 
2. Therefore we get for the number of degrees of freedom for a 2-dimensional fit:

Tldof — ^tracks

The \ 2 can be used to estimate the goodness of the fit. The probability P that 
the hypothesis (i. e. a true physical vertex) would lead to a \ 2 value greater than 
is called % 2 probability and is defined by

oo

P( V 2 )= fdzf(z-ndof ) (C.7)
t/

where f(z;ndof) is the \ 2 distribution with ndof degrees of freedom. Requiring x2 to 
be smaller than XQ corresponding to a fixed value of P therefore leads to an efficiency 
of vertex finding of 1 - P. Thus small values (typical 0.01) of P are used to keep 
the efficiency high. Table C.I shows values of \ 2 corresponding to certain values of 
Pand
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ndof P = 0.01 P = 0.005 P = 0.001
1
2
3
4
5
6
7
8
9

6.63
9.21
11.34
13.28
15.09
16.81
18.47
20.09
21.67

7.88
10.60
12.84
14.86
16.75
18.55
20.28
21.95
23.59

10.83
13.82
16.27
18.47
20.52
22.46
24.32
26.12
27.88

Table C.I: Values of x2 corresponding to different values of P and
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Appendix D

Study of a Ar/r Transversity 
Analysis

In this appendix we discuss the basic method of extracting the width difference with 
an analysis of the transversity angle OT- We describe the used fitting model, and 
study the performance of the fit under pseudo-real conditions with many generated 
pseudo-experiments. Unfortunately the outcome is that our current amount of data 
is not sufficient for a reliable transversity analysis.

The probability density function is tri-variate, by using per event proper decay 
time ti. invariant mass m; and transversity angle cos #7^. The probability function 
P for each candidate is split into two signal parts describing the CP even and odd 
eigenstates of the Bs and a part describing the background:

( 3
<^ fcp+ • -(1 + cos2 0T>i ) • FCp+(ti, crt>i )
I o

(1 - fcp+) • (l - cos2 0T>i ) - FCP

+ (1 - fsig) • ^ ' 9bk(™>i) • Fbk (ti, <7M ) . (D.I)

This is exactly the same probability function as in equation 5.2, only that the lifetime 
part of the signal is split into a CP-even part and a CP-odd part with different lifetimes 
(TCP+ and TCP-) and transversity angle distribution. The parameter fcp+ denotes 
the CP-even fraction of the signal, the mass parts gsig , gbk are defined in 5.8 and 
the lifetime parts in 5.5, 5.4. In the following we drop for simplicity the long-lived 
positive background part (described by / _ and T++). The cos0T distribution for the 
background is assumed to be flat, which explains the normalisation factor \ in the 
last term. For real data this of course cannot be assumed unless explicitly proven. In 
addition efficiency and acceptance corrections need to be applied to the transversity 
angle distribution.

Instead of fitting for the two lifetimes TCP+ and TCP- wo use an equivalent set of 
parameters: the flavour specific lifetime Tf (see chapter 1.10) and the relative width
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difference AF/F. The transformation and its inverse reads:

rf = CP+ CP~ , (D.2) 
TCP+ + TCP-

AT = 2 . TCP- ~ rcp+ (D . 3)
1 TY-P- + TCP+

and

AT
2rTCP- = 2r 9 • Tf . (D.5)1+ fAT\2 / V ;

1 ^ V 2r i

The resulting 12 parameters are summarised in table D.

1
2
3
4

M
W
A

Jsig

Mass
Width
Background slope
Signal fraction

GeV/c2
MeV/c2
c2 /GeV

—
5 fcp+ Signal CP even fraction
6 Tf Signal flavour-specific lifetime ps
7 AF/F Signal relative width difference ps
8 St t error scale factor______________-
9 /_ Background fraction of negative tail

10 /+ Background fraction of positive tail
11 T- Lifetime of negative background tail ps
12 r+ Lifetime of positive background tail ps

Table D.I: Summary of the 12 parameters used in the combined mass, transversity 
angle and lifetime fit.

Figure D.I gives a graphical illustration. We have generated 10.230 events accord­ 
ing to the fitting model, with parameters set to the values obtained from the average 
lifetime fit to the B° —>• J/\|) (j) data. In addition we use fcp+ = 79 %, Tf = 1.461 
and AF/F = 15 %. The fit result is shown in the table, and the three histograms 
display the generated data for t, m, and COS#T, overlaid with the fit result and the 
different contributions.

The correlation coefficients for the same generated data can be found in table D.2. 
We can classify the parameters into mass parameters (W,A,fsig ), signal parameters 
(/rp+,T/,AF/F) and background parameters (St,/_,/+,r_,r+ ). From the table we see 
that the fit decouples these blocks well from one another. In the signal block there 
are large positive correlations between fCp+,Tf and AF/F:
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Generated Data
Fit

Signal CP even
Signal CP odd
Prompt Background
Neg. Background Tail
Pos. Background Tail

Invariant Mass (GeV/c

-1 -0.8-0.6-0.4-0.2 0.2 0.4 0.6 0.8
Transversity Angle cos468 

Proper Decay Time (ps)

M 
W 
A
Jsig
fcp+
Tf
AF/F
st
f-
f+
T-

T+

(5.3648 ± 0.0004) GeV/c2 
(11.62 ±0.34) MeV/c2 
(-2.86 ± 0.40) c2 /GeV
0.126 ±0.004 
0.751 ±0.049 
(1.490 ±0.114) ps 
(0.256 ±0.167) ps 
1.31 ±0.01
0.011 ±0.002 
0.125 ±0.006 
(0.824 ±0.112) ps 
(0.661 ± 0.029) ps

•L*sig

NCp+
CTf

N-
N+
CT_ 

CT+

1289.8 ± 41.7 
968.9 ± 62.7 
(446.8 ± 34.2) [im

107.7 ± 17.4 
1273.8 ± 62.2 
(247.0 ± 33.7) [im 
(198.2 ± 8.7) \im

Figure D.I: Graphical illustration of the fit model used for the transversity analysis. 
The 10,230 candidate events were generated according to the fit parameters obtained 
from the average lifetime fit (see figure 5.7). In addition fcp+ = 79 %, r/ = 1.461 ps, 
and AF/F = 15 % was used. The fitted parameters are given in the table below.
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ir
.4

Jsig

/<"P+

Tf

AF/F
st
f-
f+
r_
T+

M
-1
-2
-1
-0
-0
-1

0
-0

0
0
0

ir

i
20
-1
-3
-1
-0

1
-11
-0
-9

.4

1
0

-0
0

-0
0

-0
-0
-0

Jsig

1
-3

7
-1

1
-15
-0
-2

ICP+ Tf AF/F

43
32

0
-0

1
0
1

90
0

-0
3

-0
1

0
0

-1
0
5

St f- f+ r_

-17
-23 5

12 -50 -5
14 -5 -45 4

Table D.2: Correlation coefficients (in percent) for the fit to 10,230 generated events. 
The upper half and the diagonal are not shown for clarity.

Increasing the flavour specific lifetime Tf from its true value has to be compen­ 
sated by an increase of the width difference AF/F.

A too big CP-even fraction fcp+ steepens the CP-even lifetime and therefore 
increases Tf and AF/F.

We use 5,000 pseudo-experiments with 1,023 events each to estimate the precision 
on AF/F with such a small number of events. As input value for AF/F we use the 
rather optimistic value of 15 %. Table D.3 shows the fitted AF/F, fcp+, Tf for true 
values fcp+ = 50 %, 60 %,70 %, 80 %,90 %. The vertical line in each histogram 
indicates the true value of the quantity. The maximum of the AF/F can be found to 
good approximation at the true value of 15 %, though the negative tail gets bigger 
and bigger with increasing fcp+- The width of the distribution gives an estimate of 
the 1 o error of an individual measurement. For fcp+ = 50 % - the best scenario for 
the transversity analysis - the width is about 40 %, nearly three times as big as the 
actual true value.

The other columns show the same distribution for fcp and Tf. With increasing 
fcp we see negative tails for fcp and a positive tails for r/, and a bias of the maximum 
to smaller values than the true value.

This study indicates that with the current small number of events, even under 
good circumstances (high true value of AF/F and fcp close to 50 %), a transversity 
analysis will measure AF/F with a precision of only 40 %. In addition one has to deal 
with tails and biases. The precision only gets worse for data as additional efficiency 
and acceptance corrections for the transversity angle have to be applied.

We can constrain the flavour specific lifetime Tf to the current world average
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50%

60%

70%

80%

90%

Fitted AF/F

5 -1 -0.5 0 0.5 1 1

180
160
140
120
100

80
60
40
20

-1.5 -1 -0.5 0 0.5 1 1.5

180
160
140
120
100

80
60
40
20

-1.5 -1 -0.5 0 0.5 1 1.5

200
180
160
140
120
100

80

20 
-°1

.5 -1 -0.5 0 0.5 1 1.5

Fitted CP+
180
160
140
120
100

80
60
40
20

160
140
120
100

80
60
40
20

160
140
120
100

80
60
40
20

0

180
160
140
120
100

80
60
40
20

0.

200
180
160
140
120
100

80
60
40
20

0

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

Fitted T/ (ps)

8 1 1.2 1.4 1.6 1.8 2 2
200
180
160
140
120
100

80
60
40
20

I.8 1 1.2 1.4 1.6 1.8 2 2.2

8 1 1.2 1.4 1.6 1.8 2 2.2

8 1 1.21.4 1.6 1.8 2 2.2

Table D.3: Fitted AF/F, JCP+, Tf f°r 5,000 generated pseudo-experiments for true 
values fcp+ = 50 %, 60 %, 70 %,80 %, 90 %. The vertical line in each histogram 
indicates the true value of the quantity.
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semi-leptonic Bs lifetime r = (1.461 ±0.057) ps [12], by multiplying a Gaussian term

exp
1 /7//ps-1.461

0.057
(D.6)

to the likelihood function £. The resulting distributions are shown in table D.4. Note 
that the rf distribution is a Gaussian with // = 1.4G1 and a = 0.057 by construction. 
There is small improvement in the AF/F precision, but biases arise 1 now even in the 
AF/F distributions.

/CP+,/r

50%

ue Fitted AF/F Fitted /(CP+ Fitted Tf (ps)

60%

70%

80%

-1.5 -1 -0.5 0 0.5 1 1

.5 -1 -0.5 0 0.5 1 1.5

-1.5 -1 -0.5 0 0.5 1 1.5

140
120
100

80
60
40
20

0

500
400
300
200
100

0 0.2 0.4 0.6 0.8 1 I.8 1 1.2 1.4 1.6 1.8 2 2.2

160
140
120
100

80
60
40
20

0
0 0.2 0.4 0.6 0.8 1

140
120
100

80
60
40
20

0 0.2 0.4 0.6 0.8 1

5 -1 -0.5 0 0.5 1 1.5

180
160
140
120
100

80
60
40
20

0
0 0.2 0.4 0.6 0.8 1

90%

250
200
150
100

50

-1.5 -1 -0.5 0 0.5 1 1.5

200
180
160
140
120
To

60
40
20

0
0 0.2 0.4 0.6 0.8 1

500
400
300
200
100 

0
0

500
400
300
200
100 

Q
0

500
400
300
200
100 

Q
0

500 
400
300
200

100 

Q
0

i

n
' \
- I \

- , / v .
8 1 1.2 1.4 1.6 1.8 2 2.

• ,

n- I \
I \

, , ; . V
8 1 1.2 1.4 1.6 1.8 2 2.

I i
j. n
'- \ \
\ I {

t. ......./ v
8 1 1.2 1.4 1.6 1.8 2 2.

- A
i- i

i _ . / I .
8 1 1.2 1.4 1.6 1.8 2 2.

Table D.4: For a fit with constraint rf = (1.461 ± 0.057) ps: Fitted 
AF/F, /CP+, Tf for 5,000 generated pseudo-experiments for true values fcp+ = 
50 %,60 %, 70 %,80 %,90 %. The vertical line in each histogram indicates the 
true value of the quantity.

For all these reasons we abandon the aim of measuring AF/F with our data sample 
and be content with measuring the average lifetime of the Bs by fitting only a single 
lifetime to the proper decav time distribution.
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